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A B S T R A C T   

The exchange of perceptual information between autonomous vehicles could significantly improve driving 
safety. In general, obtaining more information means driving more safely. However, Frequent information 
sharing consumes a significant amount of channel bandwidth resources, which will reduce transmission effi-
ciency and increase delay, especially in crowded cities. This paper presents a novel method of motion prediction 
compensation to solve this problem. Firstly, we propose a distributed fountain coding scheme to improve 
transmission efficiency and reduce vehicles’ delay in acquiring peripheral information. Secondly, we design a 
mobile prediction model and information transmission control algorithm to reduce traffic while ensuring in-
formation reliability. The simulation results show that the prediction accuracy of this method is above 94 %, the 
information transmission is reduced by more than 50 %, and the vehicle perception rate is increased by 34 %.   

1. Introduction 

In recent years, Intelligent Transportation Systems (ITS) have 
emerged as a promising technology in smart cities [1]. By leveraging 
information processing and communication technologies, ITS can 
effectively enhance the quality of core transportation operations and 
services within a city. Autonomous vehicles (AVs) [2–4], as a significant 
component of ITS, have the ability to operate without human involve-
ment by sensing their surrounding environment. Autonomous driving 
vehicles have been deployed and tested in certain pilot areas but still 
face challenges such as slow operating speeds and long response delays. 
The fundamental reason behind these issues is the limited perception 
range of individual vehicles due to obstructions from surrounding ve-
hicles, buildings, and other obstacles. The aforementioned limitation 
has sparked widespread concerns regarding the reliability and safety [5] 
of current autonomous driving systems. 

To enhance autonomous driving vehicles’ operational efficiency and 
safety, researchers have extensively explored and studied how to expand 
the perception range through vehicle cooperation, as shown in Fig. 1. 
Researchers [6] are actively investigating methods to integrate data 
acquired from sensors mounted on surrounding vehicles. The objective 
is to create a more comprehensive perception area, leading to enhanced 
safety and reliability in autonomous driving. However, transmitting raw 

data requires a significant amount of bandwidth and computational 
resources, which greatly limits the persistence of data transmission and 
affects the real-time nature of the vehicle’s perception range. Even with 
the fusion of roadside infrastructure and vehicle detection results [7], 
the amount of information transmitted remains substantial, potentially 
leading to vehicles receiving outdated data. These approaches aim to 
build a larger perception range to avoid certain dangers. Still, due to 
limited channel resources, the information may not be received in time 
or may become outdated before being processed by the receiving 
vehicles. 

In the context of vehicular networking, vehicles exhibit fast mobility, 
frequent topology changes, and high packet loss rates. However, the 
existing TCP protocol’s timeout retransmission mechanism leads to 
frequent retransmissions in complex vehicular network environments, 
resulting in many invalid data packets and reduced transmission effi-
ciency. Additionally, there is a need to balance channel occupancy and 
information effectiveness in in-vehicle communication. Frequent data 
transmission can ensure timely information delivery but may also result 
in high channel occupancy, impacting other vehicles’ communication. 
On the other hand, longer intervals between information transmissions 
can reduce channel occupancy but may lead to poorer timeliness of in-
formation, affecting driving safety for vehicles. 

To tackle these challenges, we suggest a data-sharing solution based 
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on distributed fountain codes called the Vehicle Information Perception 
Method using Distributed Fountain Codes (VIPMDFC).To reduce data 
transmission, we extract features from the sensed vehicles and utilize the 
strong error correction capability, low retransmission rate, and fast 
transmission speed of fountain codes to segment and encode the data, 
thus improving transmission reliability. Moreover, we dynamically 
adjust the code length based on the environment to enhance trans-
mission efficiency. The proposed distributed fountain code sharing 
method allows the receiving end to accept encoded packets from 
different vehicles, avoiding decoding failures due to network anomalies 
in a specific transmitting vehicle, effectively addressing high packet loss 
and long delays in-vehicle communication, and improving communi-
cation reliability and efficiency. Additionally, we introduce a trajectory 
prediction algorithm that uses an attention-based encoder-decoder 
model to predict object motion states, compensating for information 
latency caused by network delays and reducing the frequency of infor-
mation transmission. The main contributions of this paper are as follows.  

1. A scheme for vehicular data sharing based on distributed fountain 
codes is proposed, improving the information reception rate by 34 % 
in complex environments.  

2. A mobility prediction model is proposed for the ”human-vehicle- 
object” scenario, aiming to compensate for the accuracy of vehicular 
data transmission in the V2X communication. This model reduces the 
amount of data by over 50 %. The model accurately predicts future 
speeds by utilizing the spatiotemporal features of historical traffic, 
outperforming baseline models in various metrics. The prediction 
accuracy of this model exceeds 94 %.  

3. A simulation experiment platform based on motion trajectory 
inference is constructed to validate the effectiveness of the vehicle 
cooperative-assisted driving method. 

The main contents of the rest of our paper are organized as follows. In 
the second section, we summarize and review the related research work. 
In the third section, the system model and problem formulation are 
described, and the constraints and performance indexes of the algorithm 
are given. Section 4 compares VIPMDFC with other baselines and ana-
lyzes simulation results. Finally, we summarize this thesis in section 5. 

2. Related works 

Efficient collaborative perception methods should consider the size 
of information and network efficiency, focusing on the effectiveness of 
shared knowledge. Capitalizing on sensor data’s inherent characteristics 
makes it possible to filter or compress the data before transmission. This 
approach enhances the availability of shared messages, ensuring a more 
efficient and reliable data-sharing process in autonomous driving 

systems. In recent years, numerous studies have been proposed on 
vehicle collaborative perception and edge intelligence. Below, we will 
introduce relevant research from different perspectives. 

2.1. Vehicle cooperative perception information transmission scheme 

Numerous research studies have tried to mitigate the communication 
burden on the channel by scrutinizing the information shared among 
vehicles. In Ref. [8], the authors explore the realm of Vehicle-to-Vehicle 
(V2V) cooperative communication and employ index coding techniques 
to minimize the number of transmissions necessary for efficient data 
exchange. In Ref. [9], the authors design a new type of vehicle-to-vehicle 
message and define a new transmission protocol called CEM, enabling 
connected vehicles to share raw data from the global satellite navigation 
system. In Ref. [10], the authors have devised a deep reinforcement 
learning-based approach due to the potential redundancy in data 
transmission through the V2V broadcast communication mode for 
collaborative perception. This method is designed to facilitate central-
ized decision-making and optimize the collaborative effects of cooper-
ative perception. By leveraging deep reinforcement learning techniques, 
the system aims to enhance the efficiency and effectiveness of data 
sharing among vehicles for improved perception capabilities. In 
Ref. [11], the authors propose using deep reinforcement learning to 
select the data to be transmitted, which can alleviate the network load in 
vehicle networks. In Ref. [12], addressing the collaborative message 
scheduling problem, the authors present an optimization method for a 
distributed set of sensor nodes to achieve real-time situational aware-
ness and improve safety-critical decision-making. In Ref. [13], the au-
thors design a mathematically optimized strategy for collaborative 
augmented reality (AVR) underlay, effectively improving system 
throughput and energy savings. 

These methods are designed for collaborative perception scenarios in 
broadcast V2V communication, and they can improve collective 
perception efficiency based on the characteristics of in-vehicle sensors. 
However, in broadcast communication scenarios, wireless channel re-
sources are limited, and multiple vehicles have to share the same 
wireless channel, which imposes limitations on the interaction between 
cars and neighboring vehicles. To address this, we have designed an 
information-sharing method based on distributed fountain codes at the 
application layer, which effectively enhances the reception rate of 
information. 

2.2. Vehicle mobility prediction 

With the development of vehicular networking technology, vehicle 
speed prediction has been widely applied in autonomous driving and 
vehicle cooperation. In Ref. [14], the authors present an enhanced 
method for predicting the short-term speed of intelligent fuel cell ve-
hicles, incorporating spatiotemporal visual deep neural networks. This 
method capitalizes on image sequences captured by front cameras, 
which serve as environmental information, and historical speed se-
quences, which provide motion information. By combining these two 
data sources, the method achieves improved accuracy in predicting 
vehicle speeds. In Ref. [15], the authors proposed a learning model 
based on human driving preferences for vehicle speed prediction. This 
model addresses the shortcomings of existing research that overlook 
human driving preferences. They also developed an optimized speed 
prediction algorithm that retrieves the optimal speed trajectory by 
estimating driving preferences. In Ref. [16], The authors present an 
integrated spatiotemporal framework that utilizes historical and 
real-time data collected from vehicles and infrastructure. By leveraging 
this combined dataset, the framework enables comprehensive analysis 
and modeling of the spatial and temporal aspects of the transportation 
system, facilitating improved decision-making and optimization in 
various applications. The authors utilize this framework to forecast 
traction loads specific to particular locations and predict speed profiles 

Fig. 1. Vehicle collaborative perception.  
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specific to different time intervals. This enables the facilitation of 
multi-range traction power and speed prediction, enhancing the effi-
ciency and performance of various transportation systems and applica-
tions. The primary objective is to optimize the energy efficiency of 
connected vehicles. The authors also incorporate Bayesian networks and 
shockwave models to enhance the accuracy of these predictions. In 
Ref. [17], the authors proposed a deep learning-based customized path 
speed prediction algorithm called Path Speed Prediction Neural 
Network (PSPNN). This framework introduces the capability to 
customize prediction units specifically for individualized path units 
instead of fixed road segments. This customization enhances the ability 
of the system to cater to the unique needs of traffic managers and in-
dividual travelers, providing them with more accurate and personalized 
predictions for their respective paths. In Ref. [18], the authors proposed 
a fast, interactive multi-vehicle trajectory prediction method. This 
method achieves high-speed and accurate long-term trajectory predic-
tion by leveraging parallel computing scenarios. It accomplishes this by 
effectively learning and modeling multiple vehicles’ spatial and tem-
poral dependencies. This parallel computing approach enables efficient 
and simultaneous processing of multiple vehicles’ trajectories, 
improving prediction performance. In Ref. [19], the authors presented 
an energy-saving driving technique for heavy-duty vehicles in moun-
tainous areas. Through careful observation of the deceleration patterns 
exhibited by the preceding vehicle during uphill driving, the authors 
estimate its power capability and utilize this information to predict its 
future speed within the defined look-ahead range. 

Various methods are available to predict the state of a vehicle in 
different scenarios. However, these methods usually require a lot of 
computation in common scenarios and may not be able to provide real- 
time computation on onboard chips. This paper proposes an 
information-sharing method, which features a lightweight mobility 
prediction model suitable for on-board edge computing while ensuring 
prediction accuracy. 

2.3. Vehicle collaborative perception scheme 

In [20], the authors suggest modifying the existing ETSI solution to 
enhance redundancy control and prevent the transmission of unnec-
essary CPM (Control Plane Messages) data or messages. In Ref. [21], a 
scalable 5G Multi-Access Edge Computing (MEC)-driven 
vehicle-infrastructure cooperative system is proposed. The system takes 
advantage of the edge offloading capability provided by 5G MEC. Its 
primary objective is to provide high-precision map-based environment 
perception specifically tailored for autonomous driving applications. By 
leveraging the computational resources at the network edge, the system 

enhances the efficiency and accuracy of environment perception, 
thereby contributing to the advancement of autonomous driving tech-
nology. In Ref. [22], the authors utilize an information dissemination 
mechanism to improve the perception capabilities of collaborating ve-
hicles within their maximum communication range. This mechanism 
facilitates the efficient exchange and sharing of relevant information 
among vehicles, enabling them to have a more comprehensive and 
up-to-date understanding of their surroundings. By disseminating in-
formation among collaborating vehicles, the system enhances collective 
perception, improving coordination and decision-making in various 
cooperative driving scenarios. This mechanism facilitates the sharing of 
relevant information among vehicles, enabling them to comprehen-
sively understand their surrounding environment. A probabilistic dy-
namic collaboration priority beacon scheme is proposed to select the 
most suitable collaborating vehicles for transmission based on their 
onboard sensor facilities, significantly reducing contention on the 
channel. In Ref. [23], a set of collective perception message generation 
rules is proposed, defining the timing and content of message generation 
by vehicles to reduce network traffic and congestion. In Ref. [24], a 
perception framework is proposed for sending and compensating for the 
timeliness of perception information from transmitting vehicles. In 
Ref. [25], the authors propose Enhanced Information Cooperation 
Perception (AICP), the first rapid filtering system that optimizes the 
information content of shared vehicle data to improve fusion rendering. 
A lightweight routing protocol is also proposed to facilitate data 
encapsulation, quick interpretation, and transmission while reducing 
latency. 

These works optimize the information content of shared vehicle data 
by selecting receiving vehicles or determining which information to 
send. However, in complex environments, the real-time nature of in-
formation is often not guaranteed due to deteriorating channel quality, 
leading to delayed information reception by vehicles. This paper im-
proves the information reception rate through distributed fountain 
codes and replaces continuous data transmission with mobility predic-
tion. This approach significantly reduces the amount of data transmitted 
while ensuring a certain level of real-time information delivery. 

3. System model 

3.1. System model overview 

The system model, as shown in Fig. 2, consists of a collection of N =
{1, 2, 3, …, N} vehicles driving in the area, with velocities Vt = {vt

1, vt
2,

…, vt
N} at time t. Each participating vehicle is equipped with an 

Advanced Driver Assistance System (ADAS) or autonomous system 
comprising multiple cameras oriented in different directions to view the 
vehicle’s surroundings comprehensively. The system incorporates GNSS 
(Global Navigation Satellite System) and IMU (Inertial Measurement 
Unit) technologies for real-time kinematics and positioning. These 
technologies provide accurate and precise location information, 
enabling the system to determine the vehicle’s position and movements 
in real-time. Additionally, the system utilizes a wireless interface, such 
as DSRC (Dedicated Short-Range Communication) or C–V2X (Cellular 
Vehicle-to-Everything), to establish communication with other devices 
on the road. This wireless connectivity enables the exchange of infor-
mation and coordination among vehicles, contributing to enhanced 
safety and efficiency in various intelligent transportation systems ap-
plications. The sensing vehicles gather information about the sur-
rounding road environment through onboard sensors such as radar, 
LiDAR, GPS, and cameras and broadcast this information to nearby ve-
hicles. Our system assumes that it possesses various capabilities to 
perceive object information accurately. These capabilities include pre-
cise positioning and localization, as supported by Refs. [26,27]. Addi-
tionally, the system incorporates relative velocity estimation, distance 
and angle estimation, and perspective transformation, as outlined in 

Fig. 2. Car A can only perceive car B and car C, and car B and car C will 
transmit the perceived information to car A, and car A can perceive a 
wider range. 
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Ref. [28]. These capabilities collectively enable the system to perceive 
objects in its environment accurately, forming a foundation for effective 
decision-making and autonomous driving functionality. 

3.2. Communication model 

The communication loss between the sending and receiving vehicles 
is described by equation (1) [26]. 

PRX(d) = PTX + G −
∑

PL(d) (1) 

Where PRX is the received power, PTX is the transmitted power, G is 
the antenna gain, PL(d) is the path loss component due to various fading 
effects. We employ an empirical shadow fading model suitable for 
VANETs, which adopts a dual-slope form discussed in Refs. [27,28]. 

In the context of line of sight (LoS) or obstructed line of sight (OLoS) 
scenarios, we can express the path loss using Equation (2). In this 
equation, the variable d denotes the distance separating the transmitter 
and the receiver. The term PL0 represents the path loss observed at the 
reference distance d0, while db corresponds to the breakpoint distance. 
The values of n1 and n2 are loss exponents derived through regression 
analysis. Additionally, we incorporate a zero-mean Gaussian random 
variable, denoted as Xσ, which accounts for inherent variability with a 
standard deviation of σ. By utilizing this mathematical model, we can 
accurately estimate the path loss encountered in various scenarios, ac-
counting for factors such as distance, reference path loss, breakpoints, 
loss exponents, and random fluctuations. 

For non-line of sight (NLoS) scenarios, where the path between the 
transmitter and the receiver is obstructed by buildings, obstacles, etc., 
such as in urban areas or at intersections, the path loss model used is 
shown in equation (3) at the bottom of the page, where dt is the distance 
from the transmitter to the center of the intersection, dr is the distance 
from the receiver to the center of the intersection, wr is the width of the 
street, dw is the distance between the transmitter and the wall, and λ is 
the wavelength. 

PLLoS/OLoS(d)=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

PL0+10n1log10

(
d
d0

)

+Xσ  if  d0 ≤d≤db

PL0+10n1log10

(
db

d0

)

+10n2log10

(
d
db

)

+Xσ  if  db ≤d

(2)   

PLNLoS(dt,dr)=

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

PL0NLoS +10n3log10

(
d0.957

t

(dwwr)
0.81

4πdr

λ

))

+Xσ  if  dr ≤ db

PL0NLoS +10n3log10

(
d0.957

t

(dwwr)
0.81

4πd2
r

λdb

))

+Xσ  if  db < dr

(3) 

We model the channel of inter-vehicle communication as a quasi- 
static flat Rayleigh fading channel, and the following formula calcu-
lates the information transmission rate: 

Ri,j(t) = Wi,j(t)log2

(

a +
Si,j(t)

N0

)

(4) 

Where Wi,j(t) is the channel transmission bandwidth, N0 is the 
Gaussian noise power, and Si,j(t) is the vehicle received power, calcu-
lated by the following formula: 

Si,j(t) = P(t)d− v|h|2 (5) 

Where P(t) is the vehicle transmission power, d represents the 
channel fading coefficient, and h represents the distance between 
vehicles. 

3.3. Vehicle mobility prediction 

The prediction of future vehicle arrivals and departures relies on 
mobility prediction techniques. Extensive research, such as the analysis 
of mobility patterns from a dataset of 100,000 anonymous mobile phone 
users [29] and the findings presented in Ref. [30], has highlighted the 
predictability of vehicle mobility. Unlike previous studies that make 
assumptions about fixed velocity or acceleration, our approach involves 
predicting the speed of vehicles for specific time intervals based on their 
historical trajectories. By combining the predicted speed and position 
information, we can forecast future electric vehicles’ arrival and de-
parture times. To accomplish this, we propose a mobility prediction 
model incorporating the Attention mechanism, enabling enhanced ac-
curacy in predicting vehicle movements. 

3.3.1. Mobility prediction problem definition 
This section aims to forecast the future speed of the target vehicle T 

by leveraging the historical trajectories and speeds of both the target 
vehicle T and the surrounding vehicles within a given time interval tobs. 
Our objective is to analyze the collected data and employ predictive 
techniques to estimate the speed the target vehicle T will likely attain in 
the future. By considering the past movements and speeds of the target 
vehicle T and its neighboring vehicles within the defined time interval 
tobs, we aim to generate reliable predictions regarding the future speed of 
the target vehicle T. 

We use the past state information of the target vehicle and n 
neighboring vehicles as input. The state trajectory of vehicle i is defined 
as follows: 

Xi = {x1
i ,…, xtobs

i } (6) 

where xt
i is the state vector, given by equation (7). 

xt
i = (xt

i, yt
i, v

t
i, a

t
i, class) (7) 

The status of the target vehicle XT will be recorded. 
We use a stationary reference frame where the origin O, at time t, 

represents the position of the target vehicle, as shown in Fig. 3. The y- 
axis points in the direction of motion on the highway, while the x-axis is 
perpendicular to the motion. This allows our model to be independent of 
how vehicle trajectories are obtained, especially applicable to scenarios 
involving onboard sensors on autonomous vehicles. It also makes the 
model unaffected by road curvature as long as a lane estimation algo-
rithm is available for the onboard vehicle. 

The parameter T represents the output of our model, which charac-
terizes the probability distribution of the predicted position for the 
target vehicle: 

Tpred = [ytobs+1
pred ,…, y

tobs+tf
pred ] (8) 

Where yt represents the predicted velocity of the target vehicle. 
The distribution of velocity at time t ∈ {tobs + 1, …, tobs + tf} can be 

represented as a Gaussian distribution with parameters Θ = (μt, Σt), as 
inferred by our model, i.e., the conditional probability distribution P(Y| 
X): 

Fig. 3. The coordinate system used for vehicle mobility prediction displays the 
predicted vehicle in brownish-yellow color, while the neighboring vehicles are 
shown in red color. 
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yt ∼ N(μt,Σt) (9) 

Where μt is the mean vector and Σt is the covariance matrix: 

μt =

(
μt

x

μt
x

)

,Σt =

⎛

⎜
⎝

(σt
x)

2 σt
xσt

yρt

σt
xσt

yρt (σt
y)

2

⎞

⎟
⎠ (10) 

We evaluate our model by using the mean vector μt as the predicted 
position yt. 

3.3.2. Network model 
Our model architecture consists of three main components.  

● The encoding layer of the system involves utilizing a GRU (Gated 
Recurrent Unit) encoder to capture the temporal evolution of vehicle 
trajectories and their motion characteristics. This encoding process 
enables the representation of the trajectories’ dynamic nature and 
associated motion features.  

● The attention module connects the encoder and decoder’s hidden 
states. It is based on spatiotemporal encoding of the output features 
from the encoding layer and forms a vector representing the 
contextual influence.  

● In the decoding layer, a contextual vector is received, containing 
information about neighboring vehicles and the encoded motion of 
the target vehicle. This vector is used to generate the predicted future 
velocity of the target vehicle. By analyzing combined information 
from neighboring vehicles and the encoded motion of the target 
vehicle, our decoding layer estimates the velocity of the target 
vehicle in the upcoming time frame. 

The encoding layer encodes the trajectories of vehicles belonging to the 
neighborhood of the target vehicle at time t = tobs. We use a GRU layer to 
map the state vectors xt

i of each vehicle i to the vector et
i . 

et
i = ψ(xt

i;Wembedding) (11) 

Where ψ is the fully connected function with the activation function 
LeakyReLU, and Wembedding represents the weight parameters of the GRU 
layer. 

The GRU encoder is provided with the embedding vectors of each 
vehicle i, with a time step of t = {1, …, tobs}. 

ht
i = GRU(ht− 1

i , et
i;Wenc) (12) 

Where ht
i is the hidden state of the i neighboring vehicle at time t, and 

Wenc represents the weights of the GRU. The weights are shared across 
all encoders. We use the hidden states of the GRU encoder, computed 
over the observation time, as the input to the attention module instead of 

computing vehicle relationships at each time step. 
We utilize vehicle interactions in the following way.  

● We map the encoding outputs of the vehicles to query. 

Ql = θl(htobs
T ,Wθt ) (13)    

● Map the target vehicle code to the keys. 

Kl = φl(H,Wφl ) (14)    

● The encoding of the target vehicle is mapped to keys. 

Kl = ρl(H,Wρl ) (15) 

Where Wθl , Wφl and Wρl are weight matrices learned for each 
attention head l. 

Here we use dot-product attention, where the weights represent the 
influence between the historical states of the vehicles. They are the 
product of the query Q and the key K. 

αl = softmax
(

QlKT
l̅̅̅

d
√

)

V (16) 

QlKT
l is the matrix used for calculating the dot-product similarity 

through matrix multiplication. d is a scaling factor equal to the dimen-
sion of the projection space. 

3.3.3. Mobility prediction 
We use GRU as the decoder for mobility prediction. The GRU decoder 

takes the context vector z, which includes selected information about 
vehicle interactions and the motion encoding of the target vehicle, as 
input. It generates the predicted parameters of the future velocity dis-
tribution for the target vehicle, with a time step of t = tobs + 1, …, tobs + tf. 

Θt = Λ(GRU(hh− 1
dec ;Wdec)) (17) 

The parameter Θt denotes the predicted parameters of the velocity 
distribution at time t. It is computed by applying a fully connected 
function Λ, with the weight parameter Wdec of the GRU decoder, to the 
hidden state ht− 1

dec . This transformation enables the extraction and rep-
resentation of the relevant features and dependencies in the hidden 
state, leading to the estimation of the velocity distribution parameters 
for the given time step. 

Our model uses the mean squared error (MSE) function as the loss 
function during training. 

LMSE(Tpred) =
1
n
Σn

i=1(ypred − yt) (18)  

3.4. Vehicle networking data sharing method 

3.4.1. Information sharing scheme based on distributed fountain code 
In the context of vehicular networks, different vehicles can detect 

pedestrians, other vehicles, and various objects on the road using sensors 
and cameras. Whenever a vehicle detects an element (such as a pedes-
trian or a vehicle), it encodes it using fountain codes to create an in-
formation packet. This packet contains the location information of the 
element (e.g., longitude and latitude), current timestamp, and the color 
of the vehicle, uniquely identifying the encoded element on the road. 
Once the phase of gathering information is completed, the process of 
encoding using fountain codes is initiated. Fountain codes possess a 

Fig. 4. Fountain code coding phase.  
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distinctive characteristic whereby receiving a satisfactory number of 
encoded data packets enables the retrieval of the original data. If the 
source file comprises K source symbols, the recipient only requires 
obtaining N = (1 + ψ)K bits to decode the source data, where φ repre-
sents a minimal coding overhead. This prevents scenarios where the 
absence of specific data packets hinders the upload of the source data, 
making fountain codes especially well-suited for facilitating data 
sharing in vehicular networks. 

The encoding process using LT codes is illustrated in Fig. 4. Firstly, 
the original task data is divided into several equal parts. Each part is 
then further divided into K subparts, which are called source data 
packets. To generate encoded output data packets, an integer d is 
selected from a given probability mass function. The integer d represents 
the degree of the output data packet and is referred to as the degree 
distribution. In a specific system, vehicles negotiate and agree on the 
value of d. In our work, we employ a robust solution distribution: 

ρ(d) =

⎧
⎪⎪⎨

⎪⎪⎩

1
k

d = 1

1
d(d − 1)

d = 2, 3,…, k
(19)  

Throughout the encoding procedure, the size of the source data un-
dergoes expansion, transitioning from bits to N bytes. The source data is 
partitioned into K equitably-sized sets of data packets, denoted as S =
[S1, S2, …, Sk], where each packet comprises L bits of data. The encoder 

generates a random degree ρ(d), ranging from 1 to K, guided by the 
degree distribution function ρ(d). This degree signifies the quantity of 
source data packets involved in the encoding process. Subsequently, the 
encoder randomly selects ρ(d) source data packets and employs XOR 
operations to produce an encoded data packet Ei. This process is reit-
erated until a satisfactory number of encoded data packets are 
generated. 

In the decoding phase, the decoder implements the backpropagation 
(BP) decoding algorithm. The decoder first looks for an encoded packet 
Ej with a degree of 1, which means that the packet Ej corresponds to a 
single source packet. The source packet Sj can be directly recovered from 
this encoded packet. Then, the decoder decreases the degree of all 
encoded packets related to Sj by 1. This process is repeated until the 
degree of all encoded packets becomes 1, indicating that all the source 
packets have been recovered. 

As shown in Fig. 5, when other vehicles also detect the same element, 
they will generate encoded packets for that element as well. When the 
target vehicle receives a sufficient number of these encoded packets 
from different vehicles, it can use the decoding method of fountain codes 
to decode all these packets and ultimately identify the targeted element 
on the road. Through this distributed encoding and decoding mecha-
nism, different vehicles can share their detected environmental infor-
mation and road objects, leading to more accurate perception. For 
example, a vehicle may be limited in fully detecting and recognizing a 
pedestrian due to angle, distance, or occlusion by obstacles. However, by 
receiving encoded information provided by other vehicles, it can obtain 
a more comprehensive and accurate judgment. 

3.4.2. Packet variance correction 
In practical applications, different vehicles may have variations in 

sensor configurations and performance, leading to certain errors and 
biases in the detected position of the same object. This means that 
although the encoded packets generated by these vehicles correspond to 
the same object, the included position information (longitude and lati-
tude) may slightly differ. When decoding and identifying objects, the 
target vehicle needs to consider this reality. It needs to associate these 
slightly different position information within a certain tolerance range 
to the same object without mistakenly identifying them as different 
objects. This requires some noise reduction and correction processing to 
eliminate the noise introduced by sensor errors. Therefore, after 

Fig. 5. Multiple vehicles have detected the same target.  

Fig. 6. The simulation map.  

Fig. 7. Effect of vehicle speed on the reception rate.  
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receiving a certain number of encoded packets, the target vehicle cannot 
directly use the position information contained in the packets. Instead, it 
clusters the position information and groups the encoded packets that 
describe the same element together, as shown in Algorithm 1. 

Algorithm 1. Data Packet Difference Correction 

This helps to effectively mitigate the deviations introduced by indi-
vidual sensor errors and obtain a more accurate object position. The 
target vehicle then combines this optimized position information with 
other details, such as timestamps, to determine whether all these 
encoded packets belong to the same object. In addition to calculating the 
optimized position, the target vehicle can also assess whether it belongs 
to the same encoded element based on the number of packets and the 
degree of variation in the position information within the packets. If the 
number of packets is sufficiently large and the positional differences are 
within a reasonable range, it can be inferred that they correspond to the 
same object, with the data exhibiting some noise due to sensor errors. 

3.5. Vehicle networking information transmission optimization 

3.5.1. Send message encoding selection 
This proposed encoding packet selection method, as described in 

Algorithm 2, addresses the issue of excessive duplicate information in 
vehicle perception. Broadcasting the perceived information as is would 

result in a high volume of redundant information in the vehicle-to- 
vehicle network, significantly reducing the efficiency of useful infor-
mation transmission. In order to mitigate this, we employ a coding 
packet selection approach. Since we broadcast data to surrounding ve-
hicles, each vehicle also receives perception information from other 
vehicles. If a vehicle receives coding packets that contain information 
about its own currently perceived target, the transmission frequency is 
reduced. As we encode the information using distributed fountain codes 
before transmission, reducing the transmission frequency does not 
diminish the perception level for the corresponding target. 

Algorithm 2. Select Send Coded Package 

3.5.2. Delivery Timing Based on Mobility Prediction 
The continuous broadcasting of perceived information by vehicles 

would result in a large amount of data in the network, affecting trans-
mission efficiency. To address this issue, we propose the use of mobility 
prediction instead of uninterrupted data broadcasting, as outlined in 
Algorithm 3. We also specify that vehicles should send information in 
whole seconds because allowing information to be sent at any arbitrary 
time could result in too few coding packets for the receiver to decode 
using distributed fountain codes. 

Vehicles construct a virtual map based on the perceived data and 
include the perceived vehicle information within it. They then use this 
information to predict their future states. If the perceived and predicted 
information align closely, the vehicle does not send this portion of the 
content until there is a significant deviation between the predicted in-
formation and the actual vehicle state. As a safety measure, vehicles are 
mandated to broadcast information forcefully every 2 s. This time in-
terval may be adjusted when the prediction accuracy decreases. Addi-
tionally, when a vehicle enters the communication range, a broadcast of 
information is sent to accommodate the newly joined vehicle. 
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Algorithm 3. Delivery Timing Based on Mobility Prediction 

4. Experiments 

4.1. Experimental simulation of data sharing based on distributed 
fountain code 

4.1.1. Simulation setup 
We downloaded a road map from OpenStreetMap to simulate a 

roundabout, as shown in Fig. 6 (a). We extracted the information of the 
main road, as shown in Fig. 6 (b). 

In this section, we simulate the use of C–V2X technology in vehicle- 
to-vehicle communication. We compare the performance under 
different vehicle speeds, network packet loss rates, and the number of 
sensing vehicles and sensed vehicles, using both conventional methods 
and distributed fountain coding. We assess the effectiveness of our 
proposed method by evaluating its performance based on the reception 
rate. The reception rate is defined as follows: 

rrecv =
nreceived

nall
(20) 

Where rrecv represents the reception rate, nreceived is the number of 
complete vehicle information received by vehicle T, where only the 
vehicles for which T successfully decodes the entire information are 
counted, and nall is the total number of vehicles that can be sensed. We 
compare our proposed method, VIPMDFC, with the communication 
method used in CODAVLV [31], which serves as the baseline. The 
comparison is based on the reception rate, which measures the effec-
tiveness of the two methods in transmitting and decoding vehicle in-
formation in the C–V2X scenario. 

4.1.2. Effect of vehicle speed on the reception rate 
In the simulation, we investigated the variation of communication 

quality over time for different vehicle speeds, as shown in Fig. 7. The 
experimental results indicate that the communication quality between 
vehicles with higher speeds and the target vehicle decreases over time. 
This is because higher vehicle speeds result in surrounding vehicles 
quickly moving out of the communication range of the target vehicle, 
affecting the communication effectiveness. It is worth noting that at the 
beginning of the experiment, some sending vehicles in CODAVLV were 
far from the target vehicle and immediately left the communication area 
after sending the information. As a result, subsequent information could 
not be received in a timely manner, leading to a rapid decrease in the 
reception rate. 

4.1.3. Impact of Different Packet Loss Rates 
The experimental results indicate that in the simulation experiments 

based on vehicular communication networks, VIPMDFC outperforms 
CODAVLV, as shown in Fig. 8. We considered two different packet loss 
rates, 10 %, and 20 % [32], and the results show that both methods 
exhibit the ability to tolerate noise interference. However, during the 
process of receiving data from the target vehicle, VIPMDFC demon-
strates a better improvement in communication robustness. In contrast, 
distributed fountain code (DFC) technology enhances data reliability by 
adding redundancy and effectively addresses the issue of neighboring 
vehicles quickly leaving the communication range of the target vehicle, 
resulting in a higher reception rate. Therefore, in vehicular communi-
cation network applications, VIPMDFC shows significant superiority 
over CODAVLV and holds promising prospects for wide-ranging 
applications. 

4.1.4. The effect of different vehicle numbers 
We conducted simulations with different numbers of sending vehi-

cles: 5 (Fig. 9(a)), 6 (Figs. 9 b), and 7 (Fig. 9 c), with a packet loss rate of 
0.2, to analyze the reception rates at different speeds. The results are 
shown in the figures. It can be observed that as the number of vehicles 
increases, the reception rate of information significantly improves. 
However, as the vehicle speed increases and issues such as packet loss 
during the communication process occur, some vehicles quickly move 
out of the communication range, resulting in a decrease in reception 
rate. From the figures, it can be seen that our proposed VIPMDFC 
approach performs better than CODAVLV. The VIPMDFC method ach-
ieves higher reception rates by effectively addressing the challenges 
associated with increased vehicle speed and packet loss during 
communication. 

4.1.5. The Effect of Different Perceived Vehicle Numbers 
We conducted simulations with a sending vehicle count of 5 and 

speeds of 70 km/h (Fig. 10 a) and 90 km/h (Fig. 10 b), with a channel 
packet loss rate of 0.2. The reception rates under different numbers of 
perceived vehicles were analyzed and are shown in the figures. As the 
number of perceived vehicles increases, the reception rates of both 
methods decrease due to the increased amount of information being 
transmitted by the vehicles. However, in the VIPMDFC approach, the 
target vehicle receives a portion of the encoded packets from each 
sending vehicle, resulting in a higher utilization of resources and the 
ability to decode more information. As the speed increases, the reception 
rate of CODAVLV decreases, while VIPMDFC shows no significant 
decline. This is because the distributed fountain code-based approach 
has higher interference resistance and reception efficiency within a 
certain speed range. 

4.2. Information transfer based on mobility prediction 

4.2.1. Training setup 
In this section, we compare the performance of our proposed model 

based on the Attention mechanism with linear models and Long Short 
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Term Memory (LSTM) models. We also analyze the amount of trans-
mitted information between the approach using mobility prediction and 
the conventional approach. 

For the purpose of training our mobility prediction model, we 
employ a dataset of vehicle mobility that has been gathered by the 
Departmental Committee of Val de Marne (94) in France [33]. This 
dataset encompasses various details, including time intervals, vehicle 

Fig. 8. Impact of different packet loss rates.  

Fig. 9. The effect of different vehicle numbers.  

Fig. 10. The effect of different perceived vehicle numbers.  

Table 1 
Comparison of prediction accuracy of three algorithms.  

Model R2 MSE RMSE MAE 

Linear 0.813 7.139 2.672 2.133 
LSTM 0.917 3.131 1.770 1.361 
Attention + GRU 0.943 2.170 1.473 0.947  
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IDs, positions, heading angles, vehicle coordinates in a 2D plane (x and y 
coordinates measured in meters), and vehicle velocities (expressed in 
meters per second). To establish our training and testing sets, we 
randomly select 45,000 trajectories for training and 5,000 trajectories 
for testing. These trajectories are transformed into samples, adhering to 
a multi-input-multi-output structure. Each sample incorporates the tra-
jectories of ten consecutive time slots, with the objective of predicting 
the velocities for the subsequent five-time slots. 

4.2.2. Indicators and comparison models 
To compare with the current representative models, we begin by 

comparing the predicted velocities with the ground truth velocities. 
Then, we evaluate the models using the following metrics: coefficient of 
determination (R2), mean squared error (MSE), root mean squared error 
(RMSE), mean absolute error (MAE), and mean absolute percentage 
error (MAPE). We consider the comparison between the following two 
approaches.  

● The fully connected model consists of two fully connected layers. 
Between these layers, a dropout layer with a dropout rate of 0.2 is 
included to prevent overfitting. The activation function used in both 
layers is the sigmoid function.  

● The LSTM model consists of two LSTM layers followed by a fully 
connected output layer. A dropout layer with a dropout rate of 0.2 is 
added between the second LSTM layer and the output layer to pre-
vent overfitting. The activation function used in the output layer is 
the sigmoid function. 

4.2.3. Prediction results 
Fig. 11 displays the real speed and predicted speed for the three al-

gorithms. To ensure clarity, we sampled only 275 data points from the 
test dataset. It can be observed that the performance of the fully con-
nected model is the poorest, especially at lower speeds. Our proposed 
model’s curve fits the real data better than the LSTM model. In Table 1, 
we compare the metrics of the three models. It can be seen that our 
proposed model outperforms the other algorithms in all metrics. This is 
because the spatiotemporal features of human activities do not improve 
the judgment of the driver’s driving intentions, and the combination of 
the Attention mechanism and GRU is more conducive to learning on 
large and complex datasets compared to simply stacking LSTM layers. 
Our proposed model achieves a prediction accuracy of 94.3 %, which is 
sufficient to meet the prediction requirements. 

4.2.4. Information transfer based on mobility prediction 
In this experiment, we conducted simulations with two vehicles 

(Fig. 12 (a)) and three vehicles (Fig. 12 (b)) respectively. The number of 
sensed vehicles was set to 5, 6, 7, and 8. We compared the performance 
of regular periodic broadcasting and information transmission using 
mobility prediction. The results are shown in the graph. It can be 
observed that due to the adoption of mobility prediction, the amount of 
data transmitted when there is little change in the sensed vehicle in-
formation can be significantly reduced. Therefore, using mobility pre-
diction instead of continuous data transmission improves the efficiency 
of information sharing. 

Fig. 11. The effect of different perceived vehicle numbers.  

Fig. 12. Information transfer based on mobility prediction.  
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5. Conclusions 

In this paper, the information-sharing method in collaborative 
vehicle perception is studied, and an information-sharing method is 
proposed. We extract the features of vehicle information in the sensing 
range and propose a distributed fountain code encoding method to 
reduce the delay and improve the stability of information transmission 
through multi-vehicle transmission. A vehicle movement prediction 
network based on an attention mechanism is also designed, and a 
movement prediction model and information transmission control al-
gorithm are proposed to accurately predict the missing current state 
information of the vehicle and reduce the amount of data communicated 
while ensuring the reliability of the data. A large number of simulations 
were performed to demonstrate that our method is effective compared to 
other baseline methods. This method significantly reduces the amount of 
perceptual data transmission and improves the efficiency of information 
sharing. 
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