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Abstract 

Dementia is an escalating global health c hallenge , with Alzheimer’s disease (AD) at its for efr ont. Substantial evidence highlights the 
accumulation of AD-related pathological proteins in specific brain regions and their subsequent dissemination throughout the broader 
area along the br ain netw ork, leading to disruptions in both individual brain regions and their interconnections. Although a compre- 
hensi v e understanding of the neurode gener ation-br ain netw ork link is lacking, it is undenia b le that br ain netw orks play a pi v otal r ole 
in the development and pr ogr ession of AD. To thor oughl y elucidate the intricate network of elements and connections constituting 
the human brain, the concept of the brain connectome w as intr oduced. Resear c h based on the connectome holds immense potential 
for r ev ealing the mechanisms underl ying disease dev elopment, and it has become a pr ominent topic that has attracted the attention 

of n umer ous r esear c hers. In this re vie w, we aim to systematically summarize studies on br ain netw orks within the context of AD, 
criticall y anal yze the str engths and weaknesses of e xisting methodolo gies, and offer nov el perspecti v es and insights, intending to 
serve as inspiration for future resear c h. 

Ke yw ords: Alzheimer’s disease; brain-connectome; graph theory; deep graph neural networks 
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Introduction 

Dementia stands as one of the most significant global health chal- 
lenges in the 21st century. Curr entl y, > 50 million individuals are 
living with dementia worldwide (Hughes, 2017 ), and this number 
is estimated to triple, r eac hing 152 million by 2050 as the global 
population ages (International, 2019 ). Alzheimer’s disease (AD) is 
the most common cause of dementia, accounting for ∼60–80% of 
all dementia cases (Scheltens et al., 2021 ; World Health Organiza- 
tion, 2019 ; Alzheimer’s Association, 2018 ). In the USA, it is fore- 
casted that the population of Americans with either Alzheimer’s 
dementia or mild cognitive impairment will r eac h 15 million in 

2060 (Brookmeyer et al., 2018 ). At present, the total annual cost for 
AD and other dementias in the USA stands at $305 billion, and this 
figure is expected to surge to > $1.1 trillion by 2050 (Alzheimer’s 
Association, 2018 ). 

AD imposes not only financial burdens but also profound emo- 
tional anguish on patients and their families. As a pr ogr essiv e,
neur odegener ativ e disease, AD follows a pr ogr essiv e disease con- 
tinuum, spanning from an asymptomatic phase with biomarker 
e vidence of AD (pr eclinical AD), pr ogr essing thr ough mild cogni- 
tive impairment (MCI), and ultimately culminating in AD demen- 
tia (Jack Jr et al., 2018a ). It is characterized by a range of func- 
tional, cognitive , and beha vioral impairments , including mem- 
ory disorders, memory loss, and challenges in decision-making, 
v erbal comm unication, concentr ation, thinking, and judgment 
(Alzheimer’s Association, 2018 ). These symptoms advance grad- 
uall y ov er time, causing patients to pr ogr essiv el y lose their ability 
to manage daily life and retain their memories. Current research 

identifies two primary pathological hallmarks of AD: the pro- 
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r essiv e accum ulation of extr acellular amyloid beta (A β) plaques
nd the presence of intracellular neurofibrillary tangles (NFTs) 
Alzheimer’s Association, 2018 ). A β plaques accumulate due to ei-
her reduced A β clearance or excessive production (Serrano-Pozo 
t al., 2011 ), typicall y emer ging ar ound two decades befor e the on-
et of cognitive impairment (Bateman et al., 2012 ; Jack Jr et al.,
018b ). NFTs, on the other hand, result from the abnormal ac-
um ulation of hyper phosphorylated tau pr oteins (Serr ano-Pozo 
t al., 2011 ) and can be detected 10–15 years before the onset of
ymptoms (Bateman et al., 2012 ; Jack Jr et al., 2018b ). While there
s curr entl y no complete cur e for AD due to an incomplete under-
tanding of its etiology , pathophysiology , and pr ogr ession, earl y di-
gnosis and intervention to delay dementia development can sig- 
ificantly benefit patients and their caregivers while also resulting 

n substantial cost savings for healthcare systems. 
Pr e vious r esearc h has unv eiled the accum ulation of patho-

ogical proteins within specific macroscale brain networks, sug- 
esting a fundamental role of brain network arc hitectur e in
he system-le v el pathophysiology of neur odegener ativ e diseases
Pearson et al., 1985 ; Saper et al., 1987 ; Braak and Braak, 1991 ;
uck er and Walk er , 2018 , 2013 ; Prusiner , 1998 ; Seeley et al., 2009 ;
hou et al., 2012 ; Calafate et al. , 2015 ; De Calignon et al. , 2012 ;
rothe et al., 2016 ; Pereira et al., 2019 ; Buckner et al., 2009 , 2005 ;
 almqvist et al., 2017 ; Villeneuv e et al., 2015 ; Hoenig et al., 2018 ;
ones et al., 2017 ; Hansson et al., 2017 ; Bejanin et al., 2017 ; Os-
enk oppele et al., 2016 ; Ber o et al., 2011 ; Busc he and Hyman,
020 ; Busche et al., 2019 , 2012 ; Wu et al., 2016 ). This concept,
nown as the network degeneration hypothesis, has gained sub- 
tantial support over the last decade. Two primary mechanistic 
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ypotheses underlie this theory: brain networks as conduits for
athological spread (Pearson et al. 1985 ; Saper et al., 1987 ; Braak
nd Br aak, 1991 ; Juc k er and Walk er, 2018 , 2013 ; Prusiner, 1998 ;
eeley et al., 2009 ; Zhou et al., 2012 ; Calafate et al., 2015 ; De
alignon et al., 2012 ; Grothe et al., 2016 ; Per eir a et al., 2019 ; Buck-
er et al., 2009 , 2005 ; Palmqvist et al., 2017 ; Villeneuve et al., 2015 ;
oenig et al., 2018 ; Jones et al., 2017 ; Hansson et al., 2017 ; Be-

anin et al., 2017 ; Ossenkoppele et al., 2016 ; Bero et al., 2011 ) and
rain networks as drivers of disease progression (Bero et al., 2011 ;
usche and Hyman, 2020 ; Busche et al., 2019 , 2012 ; Wu et al.,
016 ). Some studies (Pearson et al., 1985 ; Saper et al. 1987 ; Braak
nd Braak, 1991 ), based on post mortem human tissue analysis,
ave noted the frequent colocalization of abnormal protein ag-
r egates in br ain r egions connected by str ong anatomical links.
his observation led to the proposition that pathogenic proteins
riginate as prion-like seeded a ggr egations (Juc ker and Walker,
018 , 2013 ; Prusiner, 1998 ; Seeley et al., 2009 ; Zhou et al., 2012 ;
alafate et al., 2015 ; De Calignon et al., 2012 ), subsequentl y pr op-
gating along the neuronal pathways that constitute large-scale
rain networks . T his "prion-like" spreading hypothesis suggests
etworks act as "passive" anatomical conduits for the transport
f pathological agents. Recent neuroimaging studies further sup-
ort this perspective (Grothe et al., 2016 ; Pereira et al., 2019 ; Buck-
er et al., 2009 , 2005 ; Palmqvist et al., 2017 ; Villeneuve et al., 2015 ;
oenig et al., 2018 ; Jones et al. , 2017 ; Hansson et al. , 2017 ; Bejanin

t al., 2017 ; Ossenkoppele et al., 2016 ; Bero et al., 2011 ). For ex-
mple, positron emission tomography (PET) studies in AD have
hown significant ov erla p between β-amyloid distribution and the
opogr a phy of default-mode network (DMN) and fronto-parietal
r ain networks (Gr othe et al., 2016 ; Per eir a et al., 2019 ; Buc kner
t al., 2009 , 2005 ; Palmqvist et al., 2017 ; Villeneuve et al., 2015 ). Like-
ise, there is a spatial correlation between tau-PET deposition and

yndrome-specific functional networks (Hoenig et al., 2018 ; Jones
t al., 2017 ; Hansson et al., 2017 ; Bejanin et al., 2017 ; Ossenkoppele
t al., 2016 ; Bero et al., 2011 ). Ho w e v er, some r ecent e vidence also
upports an alternative hypothesis, suggesting a more "active" link
etween disease pathology and the dynamic properties of neu-
 onal circuits (Ber o et al., 2011 ; Busc he and Hyman, 2020 ; Busc he
t al., 2019 , 2012 ; Wu et al., 2016 ). According to this view, brain net-
orks dir ectl y catal yze disease pr ogr ession, wher e the functional
ttributes of networks dynamically influence the spread of patho-
ogical proteins and disease progression, rather than merely serv-
ng as a passive propagation pathway. 

While a consensus or compr ehensiv e understanding of the
onnection between neur odegener ation and br ain networks is
urr entl y lac king, compelling e vidence has demonstr ated that
athological proteins not only accumulate in specific brain re-
ions but also pr opa gate further thr oughout the network, disrupt-
ng both the brain regions and the connections between them.
her efor e, network-based studies hav e the potential to bridge the
ap between pathological processes and emerging clinical mani-
estations, offering insights into the disease de v elopment mec h-
nism. Consequently, they play a pivotal role in neurodegenera-
iv e diseases suc h as AD. Numer ous studies aim to le v er a ge ad-
 anced gr a ph-based a ppr oac hes to inv estigate br ain networks for
isease pr ogr ession pr ediction and biomarker identification. In
hese a ppr oac hes, a br ain network is r epr esented by a connec-
ion matrix, often r eferr ed to as the brain connectome, which is
nal yzed fr om a gr a ph perspectiv e. In this r epr esentation, nodes
f the gr a ph r epr esent differ ent br ain r egions, while edges sym-
olize biological or functional connections between these regions.
his gr a ph-based fr ame w ork allo ws resear chers to explore the in-
ricate relationships and patterns within brain networks in the
ontext of brain diseases . T hese graph-based approaches can be
r oadl y categorized into two types: the tr aditional gr a ph theory-
ased methods and the deep gr a ph neur al network-based meth-
ds. Tr aditional gr a ph theory-based methods le v er a ge established
rinciples in mathematical gr a ph theory to describe and analyze
ssential properties of intricate brain connectomes using gr a ph
easures. While these approaches have identified numerous AD-

 elated br ain connections, the y struggle to effecti v el y ca ptur e the
ntricate nonlinear patterns inherent in the data. On the con-
r ary, deep gr a ph neur al network-based methods, suc h as gr a ph
onv olutional netw orks (GCNs), emplo y deep learning techniques
o ca ptur e these complex nonlinear patterns and r elationships
ithin brain connectomes. Ho w ever, a drawback of deep graph
eural network-based methods is their reliance on opaque black-
ox models. Inter pr eting these models r equir es a compr ehen-
ive understanding of the underlying mechanisms governing their
ecision-making processes. In this comprehensive review, our pri-
ary objective is to offer a detailed analysis and compr ehensiv e

ummary of the v arious gr a ph-based methods emplo y ed in the
tudy of neur odegener ativ e diseases, with a particular focus on
D. 
To concentrate on the latest research outcomes, we conducted

 search on Google Scholar covering the period from January
013 to June 2023, utilizing two k e y terms: “brain networks” and
Alzheimer’ s disease.” W e compiled r ele v ant studies meeting the
ollowing criteria: original peer-r e vie wed r esearc h studies using
ither gr a ph theory or deep gr a ph convolutional neur al networks
or AD prediction. Following this criterion, we identified and re-
iewed a total of 36 studies, whic h ar e pr esented in this pa per. The
emainder of this review is organized as follows: Brain Connec-
ome Section introduces the foundational concepts of brain con-
ectomes . It co v ers br ain connectomes at thr ee differ ent struc-
ural scales and encompasses three distinct types of brain con-
ectivity. Furthermor e, an anal ysis and summary of AD-r elated
r ain connections fr om existing liter atur e ar e pr esented. In Sec-
ion Gr a ph Theory-Based Appr oac hes in AD study, the focus is on
r a ph theory-based methods, elucidating their core principles and
ommonly utilized graph measures in AD-related brain networks
tudies. Deep Gr a ph Neur al Network-Based Appr oac hes for AD
rediction Section shifts attention to deep gr a ph neur al network-
ased methods, exploring their applications and potential in the
nal ysis of br ain networks, with a particular emphasis on new
ndings in AD prediction. Discussion and Conclusion Section crit-

cally examines the limitations of existing r esearc h and outlines
otential avenues for future work. 

rain Connectome 

he definition, scales, and le vels of br ain 

onnectome 

he concept of br ain connectome, initiall y pr oposed by Olaf
porns, 2005 , aimed to furnish a compr ehensiv e structur al depic-
ion of the intricate network of elements and connections com-
rising the human brain. Its primary utility is to serve as a struc-
ur al substr ate for compr ehending human cognitiv e function and
nter pr eting neur oima ging r esearc h. T his concept pla ys an indis-
ensable role in supporting the exploration of intricate interre-

ationships of brain structure, function, and cognition. The con-
ectome comprises two fundamental components that shape its
etw ork ar c hitectur e: neur al elements and neur al connections.
he relationship of the set of n elements can be r epr esented
y a connection matrix A = [ a i ,j ] ∈ R 

n × n , where a i ,j > 0 denotes
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Figure 1: Depictions of “connections” in a brain connectome and the 
r esulting thr ee types of connectivity. Structur al connectivity (SC) r efers 
to anatomical links and is usually estimated using fiber bundles derived 
from diffusion MRI; Functional connectivity (FC) and effective 
connectivity (EC) are generally inferred through the correlation of nodal 
activities based on BOLD-fMRI or EEG/MEG. 
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the presence of a connection between element i and j , otherwise 
a i ,j = 0. 

The elements and their connections within the connectome 
can vary in definition across different scales and levels of struc- 
tur al description. These structur al descriptions typicall y tar get 
thr ee distinct le v els of or ganization. The micr oscale tar gets at the 
le v el of single neurons and synapses, while the macroscale delves 
into the le v el of anatomicall y distinct br ain r egions of inter est 
(R OI) and inter-regional pathw a ys . Between these extremes lies 
the mesoscale, which centers around neuronal populations. Sin- 
gle neurons have the advantage of relatively straightforw ar d de- 
mar cation and definition. Ho w e v er , their sheer number , substan- 
tial v ariability, and r a pid d ynamics mak e them unsuitable as the 
fundamental elements of the connectome. By contrast, the iden- 
tification and delineation of brain regions and neuronal popula- 
tions pose gr eater c hallenges, as ther e is curr entl y no univ ersall y 
accepted parcellation scheme for human brain regions. Nonethe- 
less, anatomically distinct ROI and interregional pathways is the 
most practical organizational level for human connectome . T his 
r e vie w will primarily concentrate on this particular level. 

Different types of connections in the macroscale 

brain connectome 

In the macroscale brain connectome derived from in vivo neu- 
r oima ging, connections between elements can be categorized 

into three types (Fig. 1 ): structural connecti vity, re presenting 
anatomical links; functional connectivity, capturing undirected 

statistical de pendencies; and effecti ve connecti vity, describing di- 
r ected causal r elationships among distributed r esponses (Friston,
1994 ). It is worth noting that this categorization is not limited to 
macr oscale br ain connectome but extends to mesoscale and mi- 
croscale as well, with specific definitions dependent on the mea- 
surements and models available at each particular scale. 

Structural connectivity (SC) in macroscale primarily reveals 
long-range fiber bundles derived from diffusion or diffusion ten- 
sor magnetic resonance imaging (MRI) (Basser et al., 1994 ). A struc- 
tur al br ain network can be constructed based on these fiber bun- 
les, associating them with the specific br ain r egions they inter-
onnect (Park et al., 2004 ; Hagmann et al., 2007 ). It is worth not-
ng that SC derived from diffusion MRI is typically undirected and
annot discern between excitatory or inhibitory connections . T his
tands in contrast to SC based on tracing studies, which can vary
n strength or density in either direction and, in some cases, be
inked to excitatory or inhibitory postsynaptic effects. 

Functional connectivity (FC), on the other hand, is commonly 
nferr ed thr ough the corr elation of nodal activities based on
lood oxygenation le v el-dependent (BOLD) functional MRI (fMRI) 
r coher ence anal ysis of electr o- or ma gnetoencephalogr am
EEG/MEG) signals acquired during task performance or in a rest-
ng state. In their work, Zhang et al., 2022 provided a comprehen-
ive summary of commonly used measurements for representing 
airwise relationships between two fMRI signals . T hese measure- 
ents encompass correlation, partial correlation, co variance , and 

nclude both weighted and binary edges. Resting-state fMRI, in 

articular, has gained prominence as a foundational tool for the
nalysis of functional networks, thanks to the discovery of spa-
iall y or ganized endogenous low-fr equency fluctuations within 

OLD signals (Biswal et al., 1995 ). 
Effecti ve connecti vity (EC), by contrast, delves into the realm

f causal relationships within a network. It centers on the notion
f one node (neuronal population) influencing another within a 
pecific model of network dynamics . T he inference of EC entails
he use of a neur onal integr ation model, typicall y necessitating
he estimation of model parameters (effective connectivity) that 

ost accur atel y explain the observ ed BOLD or EEG/MEG signals.
hile the neuronal model is commonly constrained by SC, it is

ital to note that SC does not compr ehensiv el y dictate EC. EC is
 ynamic, responsi ve to the state of the system, and contingent
n experimental context. Additionally, in certain models, EC can 

ncompass pol ysyna ptic pathwa ys , not solel y r eliant on dir ect ax-
nal connections. 

ethods for brain structural and functional 
onnectivity gener a tion 

her e ar e se v er al commonl y used methods in br ain structur al and
unctional connectivity generation. This section provides a com- 
r ehensiv e ov ervie w of these methods. 

eneration of structural connectivity 

tructur al cov ariance network (Yun et al. , 2016 ; Zielinski et al. ,
010 ) and diffusion MRI derived fiber connectivity (Zhang et al.,
021 , 2020a , 2019 ) are two commonly used approaches to generate
r ain structur al connectivity. Structur al cov ariance r efers to the
ync hr onized c hanges in mor phological c har acteristics, includ-
ng cortical thickness (CT) and cortical surface ar ea (CSA), acr oss
r ain structur es that ar e either functionall y or anatomicall y con-
ected to each other. The k e y ste ps for calculating indi vidualized
tructur al cov ariance (ISC) ar e as follows: (i) acquisition and pr e-
rocessing of T1-weighted MRI data. The pre processing ste ps are
daptable based on the specific objectives of the study. (ii) Use of
pen-source neur oima ging data anal ysis and visualization tools,
uch as Freesurfer, for surface reconstruction and parcellation.
his results in the segmentation of the brain surface into ROI. (iii)
alculation of CT and CSA. CT can be calculated as the short-
st distance between gray–white matter boundary and the gray 
atter–CSF boundary at each vertex and CSA can be estimated

or each ROI. (iv) Use of specific formulas to calculate cortical
hic kness-based individualized structur al cov ariance (CT-ISC) and 

ortical surface area-based ISC (CSA-ISC) values between ROI for 
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ach individual (Zielinski et al., 2010 ). In Equations (1) and (2), k
ndicates the k th individual, i and j indicate the i th and j th ROI,
T mean ( i ) and CT std ( i ) denote the regional mean and standard de-
iation of CT in ROI(i) across all participants or across all normal
ontrol participants in disease related studies. 

C T _ I SC k ( i , j ) 

= 1 / exp 

( (
C T k ( i ) − C T mean ( i ) 

CT std ( i ) 
− C T k ( j ) − C T mean ( j ) 

C T std ( j ) 

)2 
) 

(1) 

C SA _ I SC k ( i , j ) 

= 1 / exp 

( (
C SA k ( i ) − C SA mean ( i ) 

CSA std ( i ) 
− C SA k ( j ) − C SA mean ( j ) 

C SA std ( j ) 

)2 
) 

(2) 

Diffusion MRI derived fiber connectivity is another commonly
sed method to generate brain structural connectivity. The ma-

or steps are as follows: (i) both T1-weighted MRI and diffusion
RI ima ges ar e r equir ed; (ii) the same steps as the structur al co-
 ariance a ppr oac h ar e adopted to use T1 ima ge for surface r e-
onstruction and parcellation; (iii) diffusion MRI image is used for
ber tr ac king via tools suc h as MedINRIA and DSI-Studio; and (iv)
he number of fibers connecting each pair of ROI is calculated and
sed to generate the structural connectivity. 

eneration of functional connectivity 

arious methods are commonly emplo y ed to generate func-
ional connectivity and are categorized into knowledge-based
 ppr oac hes, suc h as the Pearson correlation coefficient (Zhang
t al., 2021 , 2020a , 2019 ; Batista-García-Ramó and Fernández-
erdecia, 2018 ) and partial correlation (Friedman et al., 2008 ), and
ata-driv en a ppr oac hes, including independent component anal-
sis (ICA) (Zhang et al. 2018 ; Hutchison et al., 2010 ) and princi-
al component analysis (PCA) (Ghosh-Dastidar et al., 2008 ; Lang
t al., 2012 ). In other liter atur e, these methods ar e also r eferr ed
o as model-dependent and model-free methods, respectively.
nowledge-based a ppr oac hes typicall y r equir e prior knowledge
bout the spatial and temporal patterns of activation, as well as
 model for the data generation process . T hese approaches usu-
lly select some ROI as seeds and generate a connectivity map of
he human brain by determining whether other r egions ar e func-
ionally connected to these seeds according to predefined metrics.
ata-driven methods serve as a complementary approach that
oes not r el y on prior kno wledge, allo wing them to r e v eal unex-
ected correlations in the data. 

The Pearson correlation coefficient between a pair of functional
ignals is a widely used functional measurement for estimat-
ng functional connectivity (Batista-García-Ramó and Fernández-
er decia, 2018 ). The P earson correlation coefficient can be calcu-

ated by Equation (3), where F = [ F i , j ] ∈ R 

N × N denotes the func-
ional connectivity, cov is the co variance , f i is the av er a ged func-
ional signal of brain region i , and σ f i is the standard deviation
f f i . 

F i, j = 

cov 
(

f i , f j 
)

σ f i σ f j 

(3) 

P artial corr elation pr ovides a v aluable gr a phical depiction of
unctional interactions. A common method for estimating sparse
n verse co variance , known as the graphical lasso (Friedman et al.,
008 ), utilizes partial correlation. In Friedman et al., 2008 , the
parse in verse co variance matrix is determined by maximizing
he L1 penalized log-likelihood of the observed data with as-
umption of Gaussian distribution. The gr a phical lasso method is
hen applied to learn individual sparse functional connectivity F .
pecificall y, for eac h individual, let g t ,i denote functional signal of
r ain r egion i at time t , G = [ g t ,i ] ∈ R 

T × N denote the functional sig-
als over N brain regions spanning time T . The t th sample g t = [ g t ,1 ,
, g t ,N ] T ∈ R 

N is assumed to be drawn i.i.d. from some Gaussian dis-
ribution with the precision matrix F for encoding the conditional
ndependencies between any two ROI. The empirical sample co-
ariance is: 

C = 

1 
T − 1 

T ∑ 

t=1 

( g t − g μ ) ( g t − g μ ) T (4)

here g μ = 

1 
T 

T ∑ 

t=1 
g t is the mean of T samples. F can be obtained by

he optimization problem of the graphical Lasso: 

max F log det ( F ) − trace ( CF ) − ρ| F | 1 (5)

here ρ is the regularization parameter to control the sparsity
f F . 

PC A and IC A are two typical data-driven approaches, which are
ased on the assumption that the activation is orthogonal (PCA)
r independent (ICA) to the other signal variations. In these ap-
r oac hes, the br ain functional data is r epr esented by a matrix X ∈
 

N × M , where M is the temporal dimension and the N is the voxel-
pace dimension. Befor e a ppl ying PC A and IC A, the mean of each
 ow is normall y subtr acted fr om the data: X 

′ = X − X̄ , wher e X̄ is
 matrix that contains the row-wise means . T hen the following
ecomposition is conducted in PCA: 

X 

′ X 

′ T = U ��T U 

T = 

˜ U ̃

 U 

T (6)

here U ∈ R 

N × N represents the matrix of eigenimages of the N ×
 -dimensional correlation matrix and � contains the correspond-

ng eigenvalues along its diagonal. These eigenimages identify ex-
ended areas of correlated neuronal activity. The orthogonality
onstraint imposed onto PCA often limits the usefulness and im-
ediate inter pr etation of the eigenima ges extr acted. To alle viate

uc h constr aints , IC A has been considered: 

X 

′ T = MH (7)

The row of X 

′ T represents spatial activity distributions and its
olumn r epr esents differ ent observ ation time points . T he spatial
ndependent component analysis aims to discover an unmixing

atrix M 

−1 (pseudoinverse of M ) such that H = M 

−1 X 

′ T . In this
ontext, H consists of rows re presenting inde pendent spatial ac-
ivity distributions assumed to best c har acterize the observ ations,
hile M contains rows representing the corresponding weights in-
icating how each independent component contributes to the ob-
erv ation at an y giv en time point. Alternativ el y, when examines
he columns of matrix X 

′ T , r epr esenting pixel time courses of ob-
erved functional images, the decomposition results in indepen-
ent columns of matrix M , r epr esenting independent pixel time
ourses reflecting temporal variations of observed neuronal ac-
ivities. In this case, the columns of matrix H contain the corre-
ponding weights. Consequently, matrix M contains temporal in-
ormation in its rows, and matrix H contains spatial information
n its r ows, specificall y the activity maps. 

he impact of AD on brain networks 

xisting r esearc h has extensiv el y explor ed the intricate disrup-
ions in structural and functional brain networks associated with
D. Notabl y, inv estigations into the pathological hallmarks of
D, such as amyloid plaques and hyperphosphorylated tau pro-

ein, r e v eal distinct r egional pr efer ences. One study (Gr othe et al.,
016 ) uncov er ed a pr edilection for amyloid deposition in the DMN,
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with significant effect sizes also noted in other neocortical intrin- 
sic connectivity networks, particularly the frontoparietal-control 
network. Atr ophic c hanges exhibited specificity for an anterior 
limbic netw ork, follo w ed b y the DMN, while other neocortical net- 
works remained relatively unaffected. Hypometabolism displayed 

a mixed profile influenced by both amyloid and atrophy. Parallel 
patterns of network specificity were observed in the predemen- 
tia and preclinical stages, affirming the DMN’s heightened vul- 
ner ability to m ultimodal ima ging abnormalities in AD. Another 
study (Hansson et al., 2017 ) highlighted the typical tau pattern,
pr edominantl y affecting temporal cortical areas, the precuneus–
posterior cingulate, and lateral parts of the parietal and occipital 
cortex. This pattern notably ov erla pped with the dorsal attention,
higher visual, limbic, and parts of the DMN. These results empha- 
size that tau a ggr egate deposition in AD pr edominantl y affects 
higher-order cognitive networks over primary sensory-motor net- 
works, challenging the specificity for the default-mode or related 

limbic networks. 
In addition, various studies have explored the impact of AD on 

brain network through graph measures, further contributing to 
our understanding of influence of AD on brain connectivity. These 
studies found that individuals with AD exhibit intricate disrup- 
tions in both the FC and SC. Compared to healthy controls, AD pa- 
tients show increased local efficiency, decreased global efficiency, 
longest c har acteristic path lengths, lar gest clustering coefficients,
incr eased c har acteristic path length, and decr eased intr amodular 
connections (Dai et al., 2019 , 2015 ; Kabbara et al., 2018 ; Martens- 
son et al. 2018 ; Liu et al., 2012 ). And when compared to AD patients,
MCI patients demonstr ate decr eased nodal centr ality in the me- 
dial tempor al lobe, incr eased nodal centr ality in the occipital re- 
gions, and distinct alterations in the amygdala (Liu et al., 2012 ).
These results indicate a widespread rewiring in AD and MCI pa- 
tients, r eflecting the r eor ganization of br ain networks accompa- 
n ying cognitiv e decline leading to AD. Furthermor e, the corr ela- 
tion between FC and SC is heightened in connections involving 
the DMN and ric h club, r e v ealing ov erla pping and distinct network 
disruptions and emphasizing a str engthened corr elation between 

FC and SC in AD (Dai et al., 2019 ). AD is also found to be associated 

with r egional gr ay matter dama ge and abnormalities in functional 
integr ation between br ain r egions (Dai et al. 2015 ). The disease se- 
lectiv el y tar gets highl y connected hub r egions, suc h as the medial 
and lateral prefrontal and parietal cortices, insula, and thalamus.
This impairment is connecti vity distance-de pendent, particularly 
affecting long-range connections. Disruptions in functional con- 
nections within the default-mode , salience , and executiv e-contr ol 
modules, as well as connections between them, significantly cor- 
r elate with cognitiv e performance (Joo et al., 2016 ; Dai et al., 2015 ).
Notably, nodal connectivity strength in the posteromedial cortex 
pr ov es highl y discriminativ e in distinguishing individuals with AD 

from healthy controls (Dai et al., 2015 ). In addition, brain networks 
of AD patients are characterized by lower global information pro- 
cessing and higher local information processing, showing signifi- 
cant correlation with alterations in cognitive scores (Kabbara et al.,
2018 ). 

Gr aph T heory-Based Appr oac hes in AD 

study 

Gr a ph theory, a mathematical discipline dedicated to the study 
of networks, has extensive applications in various real-life con- 
texts, often r eferr ed to as complex network anal ysis (Rubinov and 

Sporns , 2010 ). T he fundamental idea is to c har acterize both lo- 
al and global attributes of complex real-world networks, such as
rain networks, using a concise set of meaningful and computa-
ionall y feasible measur es. In this section, we will introduce the
r e v alent network measures used to evaluate both brain struc-
ural and functional connectivity. Furthermore, we will furnish 

 summary and analysis of their applications in existing AD re-
earc h liter atur e. 

etwork measures of brain connectivity 

ased on existing liter atur e, certain measur es ar e fr equentl y em-
lo y ed in brain network studies to detect functional integration
nd segregation within brain networks, assess the centrality of 
ndividual brain regions or pathwa ys , elucidate the patterns of
ocal anatomical circuitry, and e v aluate network r esilience when
onfronted with external challenges. In the follo wing sections, w e
ill offer a compr ehensiv e summary and anal ysis of these mea-

ures. You can find the mathematical definitions of these com-
lex network measures, encompassing directed/undirected and 

inary/w eighted netw orks, in Table 1 . 

easures of functional segregation 

unctional segregation in the brain means specialized processing 
ccurs in closely connected groups of brain regions. Segregation 

etrics assess the existence of these groups, often called clusters
r modules, within networks. In anatomical and functional net- 
orks, these metrics are meaningful. Clusters in anatomical net- 
orks suggest potential functional segregation, and in functional 
etworks they show organized statistical dependencies indicating 
egr egated neur al pr ocessing. 

Simple segregation measures involve counting triangles within 

he network; with a great number of triangles indicating segre- 
ation. Locall y, the fr action of triangles ar ound a single node is
ermed a clustering coefficient, which indicates the fraction of 
he node’s neighbors are also neighbors to each other (Watts and
trogatz, 1998 ). The network’s mean clustering coefficient reveals 
he pr e v alence of cluster ed connectivity ar ound individual node,
ut this measure can be skewed by nodes with fewer connections.
n alternativ e measur e, tr ansitivity (Ne wman, 2003 ), collectiv el y
ormalized, a voids this bias . Adv anced segr egation measur es go
eyond identifying tightly connected groups; they also unveil the 
ize and composition of these groups, forming the network’s mod-
lar or community structure . T his entails dividing the network

nto groups of nodes with maximum internal links and minimum
xternal links (Girvan and Newman, 2002 ). Modularity (Newman,
004b ) quantifies how effectiv el y the network separates into these
istinct, nonov erla pping gr oups. Optimizing the modular struc-
ure is typically done with algorithms, which may sacrifice some 
ccuracy for computational speed. One algorithm proposed by 
ewman ( 2006 ) is accurate and fast enough for smaller networks.
nother algorithm (Blondel et al., 2008 ) is faster for larger net-
orks and can identify hier arc hical modules . T hese algorithms
ave been generalized to weighted (Newman, 2004a ) and directed

Leic ht and Ne wman, 2008 ) networks. Some algorithms e v en iden-
ify ov erla pping modular structur es, r ecognizing nodes that be-
ong to multiple modules simultaneously (Palla et al., 2005 ). 

easures of functional integration 

unctional integration in the brain refers to its capacity to rapidly
ombine specialized information fr om differ ent r egions . T his con-
ept is e v aluated using integr ation measur es, typicall y based
n the concept of “path,” which estimate how effectiv el y br ain
 egions comm unicate. P aths r epr esent sequences of connected
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Table 1: Mathematical: definitions of complex network measures. 

Basic concepts and notation 

N : set of network nodes, n : number of nodes. 
L : set of network links, l : number of links. 
( i , j ): link between nodes nodes i and j , ( i , j ∈ N ). 
a ij : connection status between nodes i and j ( a ij = 1 when link ( i , j ) exists, a ij = 0 otherwise; a ii = 0 for all i ). 
Eac h undir ected link w as counted twice for the total number of links to av oid ambiguity with directed links. 

Measures of functional segregation 
Number of triangles 
around node i 

Binary and undirected: t i = 

1 
2 

∑ 

j,h ∈ N a i j a ih a jh 

weighted: t w i = 

1 
2 

∑ 

j,h ∈ N ( w i j w ih w jh ) 
1 
3 

directed: t → 

i = 

1 
2 

∑ 

j,h ∈ N ( a i j + a ji )( a ih + a hi )( a jh + a h j ) 

Clustering 
coefficient 

Binary and undirected (Watts and Strogatz, 1998 ): C = 

1 
n 

∑ 

i ∈ N C i = 

1 
n 

∑ 

i ∈ N 
2 t i 

k i ( k i −1 ) 

C i : the clustering coefficient of node i ( C i = 0 for k i < 2). 
Weighted (Onnela et al., 2005 ) (see Saramäki et al., 2007 for other variants): C w = 

1 
n 

∑ 

i ∈ N 
2 t w i 

k i ( k i −1 ) 

dir ected (Fa giolo, 2007 ): C → = 

1 
n 

∑ 

i ∈ N 
t → i 

( k out 
i + k in i )( k out 

i + k in i −1 ) −2 
∑ 

j∈ N a i j −a ji 

Transitivity Binary and undirected (Newman, 2003 ): T = 

∑ 

i ∈ N 2 t i ∑ 

i ∈ N k i ( k i −1 ) 

weighted: T w = 

∑ 

i ∈ N 2 t 
w 
i ∑ 

i ∈ N k i ( k i −1 ) 

directed: T → = 

∑ 

i ∈ N t 
→ 
i ∑ 

i ∈ N [ ( k 
out 
i + k in i )( k out 

i + k in i −1 ) −v 2 
∑ 

j∈ N a i j −a ji ] 

Note that transitivity is not defined for individual nodes. 

Modularity Binary and undirected (Newman, 2004b ): Q = 

∑ 

u ∈ M 
[ e uu − ( 

∑ 

v ∈ M 
e uv ) 

2 ] 

M : the network is fully subdivided into a set of nonoverlapping modules M . 
e uv : the set of links that connect nodes in module u with nodes in module v . 
Weighted (Newman, 2004a ): Q 

W = 

1 
l w 

∑ 

i, j∈ N 
[ w i j −

k w i k 
w 
j 

l w ] δm i ,m j 

Dir ected (Leic ht and Ne wman, 2008 ): Q 

→ = 

1 
l 

∑ 

i, j∈ N 
[ a i j −

k out 
i k in j 

l ] δm i ,m j 

Measures of functional integr a tion 
Shortest path 
length 

Binary and undirected: d i j = 

∑ 

a uv ∈ gi ↔ j a uv 

g i ↔ j : the shortest path (geodesic) between i and j ( d ij = ∞ for all disconnected pairs). 
Weighted: d w i j = 

∑ w 
a uv ∈ g i ↔ j f ( w uw ) 

f : a map from weight to length. 
g w i ↔ j : the shortest weighted path between i and j . 
Directed: d −→ 

i j 
= 

∑ 

a i j ∈ g i → j a i j 

g i → j : the directed shortest path from i to j . 

Char acteristic pa th 
length 

Binary and undirected (Watts and Strogatz, 1998 ): L = 

1 
n 

∑ 

i ∈ N L i = 

1 
n 

∑ 

i ∈ N 
∑ 

j ∈ N, j 	 = i d i j 

n −1 

L i : the av er a ge distance between node i and all other nodes. 

Weighted: L w = 

1 
n 

∑ 

i ∈ N 
∑ 

j ∈ N, j 	 = i d 
w 
i j 

n −1 

Directed: L → = 

1 
n 

∑ 

i ∈ N 
∑ 

j ∈ N, j 	 = i d 
→ 
i j 

n −1 

Global efficiency Binary and undirected (Latora and Marchiori, 2001 ): E = 

1 
n 

∑ 

i ∈ N E i = 

1 
n 

∑ 

i ∈ N 
∑ 

j ∈ N, j 	 = i d 
−1 
i j 

n −1 

E i : the efficiency of node i . 

Weighted: E w = 

1 
n 

∑ 

i ∈ N 
∑ 

j ∈ N, j 	 = i ( d 
w 
i j ) 

−1 

n −1 

Directed: E → = 

1 
n 

∑ 

i ∈ N 
∑ 

j ∈ N, j 	 = i ( d 
→ 
i j ) 

−1 

n −1 

Small-w orld br ain connectivity 

Small-worldness Binary and undirected (Humphries and Gurney, 2008 ): S = 

C/C rand 
L/L rand 

C and C rand : the clustering coefficients. 
L and L rand : the c har acteristic path lengths of the r espectiv e tested network and a random network. 

Weighted: S w = 

C w /C w 
rand 

L w /C w 
rand 

directed: S → = 

C → /C → 
rand 

L → /C → 
rand 

(Small-w orld netw orks often have S 
 1.) 

Measures of centrality 
Degree Binary and undirected: k i = 

∑ 

j∈ N a i j 

weighted: k w i = 

∑ 

j∈ N w i j 

dir ected (out-degr ee of i ): k out 
i = 

∑ 

j∈ N a i j 

dir ected (in-degr ee of i ): k in i = 

∑ 

j∈ N a ji 

Within-module 
degree z-score 

Binary and undirected (Guimera and Amaral, 2005 ): ‡ i = 

k i ( m i ) −k̄ ( m i ) 
σ k ( m i ) 

m i : the module containing node i . 
k i ( m i ): the within-module degree of i . 
k̄ ( m i ) and σ k ( m i ) : the r espectiv e mean and standard deviation of the within-module m i degree distribution. 

Weighted: ‡ w i = 

k w i ( m i ) −k̄ w ( m i ) 

σ k w ( m i ) 

dir ected (out-degr ee): ‡ out 
i = 

k out 
i ( m i ) −k̄ out ( m i ) 

σ k out ( m i ) 

dir ected (in-degr ee): ‡ in i = 

k in i ( m i ) −k̄ in ( m i ) 

σ k in ( m i ) 

D
ow

nloaded from
 https://academ

ic.oup.com
/psyrad/article/doi/10.1093/psyrad/kkad033/7517081 by guest on 19 M

arch 2024



Exploring AD: a compr ehensiv e br ain connectome-based surv ey | 7 

Table 1: Continued 

Participation 
coefficient 

Binary and undirected (Guimera and Amaral, 2005 ): y i = 1 − ∑ 

m ∈ M 
( k i (m ) k i 

) 
2 

weighted: y w i = 1 − ∑ 

m ∈ M 
( k 

w 
i (m ) 
k w i 

) 
2 
. 

dir ected (out-degr ee): y out 
i = 1 − ∑ 

m ∈ M 
( k 

out 
i (m ) 
k out 

i 
) 
2 
. 

Dir ected (in-degr ee): y in i = 1 − ∑ 

m ∈ M 
( k 

in 
i (m ) 
k in i 

) 
2 
. 

Measures of network resilience 
Degree distribution Binary and undirected (Barabási and Albert, 1999 ): P(k ) = 

∑ 

k ′ ≥k 
p( k ′ ) 

P ( k ): the probability of a node having degree k ′ 

: weighted: P( k w ) = 

∑ 

k ′ ≥k w 
p( k ′ ) 

dir ected (out-degr ee): P( k out ) = 

∑ 

k ′ ≥k out 

p( k ′ ) 

dir ected (in-degr ee): P( k in ) = 

∑ 

k ′ ≥k in 
p( k ′ ) 

Average neighbor 
degree 

Binary and undirected (Pastor-Satorras et al., 2001 ): k nn,i = 

∑ 

j∈ N a i j k j 
k i 

weighted: k w nn,i = 

∑ 

j∈ N w i j k w j 

k w i 

directed: k → 

nn,i = 

∑ 

j∈ N ( a i j + a ji ) ( k out 
i + k in i ) 

2( k out 
i + k in i ) 

Assortativity 
coefficient 

Binary and undirected (Newman, 2002 ): r = 

l −1 ∑ 

( i, j ) ∈ L k i k j −[ l −1 ∑ 

( i, j ) ∈ L 
1 
2 ( k i + k j ) ] 

2 

l −1 
∑ 

( i, j ) ∈ L 
1 
2 ( k 

2 
i + k 2 j ) −[ l −1 

∑ 

( i, j ) ∈ L 
1 
2 ( k i + k j ) ] 

2 

weighted: r w = 

l −1 ∑ 

( i, j ) ∈ L w i j k w i k 
w 
j −[ l −1 ∑ 

( i, j ) ∈ L 
1 
2 w i j ( k w i + k w j ) ] 

2 

l −1 
∑ 

( i, j ) ∈ L 
1 
2 w i j [ ( k w i ) 2 + ( k w j ) 

2 ] −[ l −1 
∑ 

( i, j ) ∈ L 
1 
2 w i j ( k w i + k w j ) ] 

2 

directed: r → = 

l −1 ∑ 

( i, j ) ∈ L k 
out 
i k in j −[ l −1 ∑ 

( i, j ) ∈ L 
1 
2 ( k 

out 
i + k in j ) ] 

2 

l −1 
∑ 

( i, j ) ∈ L 
1 
2 [ ( k 

out 
i ) 2 + ( k in j ) 

2 
] −[ l −1 

∑ 

( i, j ) ∈ L 
1 
2 ( k 

out 
i + k in j )] 

2 
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nodes and links in anatomical networks, depicting potential 
routes for information flo w betw een brain regions, while paths 
in functional networks r epr esent sequences of statistical asso- 
ciations and may not necessaril y r eflect actual information flow 

within anatomical connections. Binary path length is determined 

by the number of links in the path, while weighted path length 

considers the total sum of individual link lengths. Shorter paths 
indicate a stronger potential for integration. The most frequently 
used measure of functional integration is the av er a ge shortest 
path length between all pairs of nodes in the netw ork, kno wn as 
the c har acteristic path length (Watts and Str ogatz, 1998 ). A r elated 

measure is the average inverse shortest path length, referred to 
as global efficiency (Latora and Marchiori, 2001 ). Global efficiency 
can be computed e v en for disconnected networks, where paths 
between disconnected nodes ar e consider ed infinite, r esulting in 

zero efficiency. The characteristic path length is primarily influ- 
enced by long paths, while global efficiency is primarily influenced 

by short paths. It is essential to note that measures such as the 
c har acteristic path length and global efficiency do not account 
for multiple or longer paths, which can significantly contribute to 
integration in larger and sparser networks (Estrada and Hatano,
2008 ). 

Small-world brain connectivity 

Anatomical brain connectivity is believed to address the dual 
r equir ements of functional integration and segregation concur- 
r entl y (Tononi et al., 1994 ). An ideally structured anatomical net- 
work should exhibit both functionally specialized (segregation) 
modules and a robust number of intermodular (integration) links.
This configuration is commonly referred to as a “small-world”
network and is widel y observ ed in anatomical connectivity (Bas- 
sett and Bullmor e, 2006 ). Mor eov er, numer ous studies investigat- 
ing functional brain networks also reveal some degree of small- 
world organization. It is generally hypothesized that such organi- 
ation r epr esents an optimal balance between functional integra-
ion and segregation (Sporns and Honey, 2006 ). 

Small-w orld netw orks ar e formall y defined as networks that
xhibit significantly higher clustering than random networks 
hile maintaining a ppr oximatel y the same c har acteristic path

ength as random networks (Watts and Strogatz, 1998 ). In gen-
ral, small-w orld netw orks should sim ultaneousl y demonstr ate
 high degree of segregation and integration. Recently, a metric
alled “small-w orldness” w as intr oduced to ca ptur e this pr operty
n a single statistic (Humphries and Gurney, 2008 ). While this met-
ic can be valuable for providing a snapshot characterization of a
etwork ensemble, it may also mistakenly indicate a small-world 

opology in networks that ar e highl y segr egated but poorl y inte-
r ated. Consequentl y, this metric should not be gener all y r egarded
s a replacement for individual assessments of integration and 

egregation. 

easures of centrality 

mportant br ain r egions, often r eferr ed to as hubs , pla y a crucial
ole in facilitating functional integration and enhancing network 
esilience to disturbances . T hese hubs interact with numerous
ther regions, and their significance can be e v aluated thr ough v ar-
ous measures of node centrality. 

Degree is one of the most prevalent centrality measures . T he
egree of a node is the count of links connected to it, which

s essentially the number of its neighbors . T hus , individual de-
r ee v alues indicate the significance of nodes within the network.
t holds a straightforw ar d neurobiological interpretation: nodes 
ith a high degr ee hav e extensiv e inter actions, either structur all y
r functionally, with many other nodes within the network. Degree 
s particularly sensitive in anatomical networks characterized by 
onhomogeneous degree distributions. 

In modular anatomical networks, degree-based metrics that fo- 
us on within-module and between-module connectivity can help 

lassify nodes into distinct functional groups (Guimera and Ama- 



8 | Psychoradiology , 2024, Vol. 4 

r  

o  

c  

i  

l  

a  

v  

n  

i
 

n  

n  

e  

v  

n  

m  

o  

N  

c  

t  

a  

n  

e  

e

M
A  

m  

t  

o  

i  

c  

e  

b
 

r  

t  

w  

a  

t  

g  

f  

d  

c  

a  

l  

N  

a  

v  

f  

R  

d  

fi  

N  

m
 

u  

s  

p  

r  

p  

p  

a  

i  

e  

i  

n  

s  

p

B
G  

m  

p  

b  

r  

s  

g  

c  

i  

s  

s  

s
 

f  

n  

t  

c  

J  

w  

m  

i  

g  

s
 

p  

f  

t  

T  

h  

m  

m  

b  

i  

s

D
A
R  

c  

t  

l  

e  

n  

t  

t  

g  

l  

o  

e  

D  

l  

w  

m  

D
ow

nloaded from
 https://academ

ic.oup.com
/psyrad/article/doi/10.1093/psyrad/kkad033/7517081 by guest on 19 M

arch 2024
al, 2005 ). The within-module degree z -score is a localized version
f degr ee centr ality within a module. By contrast, the participation
oefficient assesses the diversity of intermodular connections for
ndividual nodes. Nodes with a high within-module degree but a
ow participation coefficient, often r eferr ed to as provincial hubs,
r e likel y instrumental in facilitating modular segr egation. Con-
 ersel y, nodes with a high participation coefficient, known as con-
ector hubs , pla y a crucial r ole in pr omoting global intermodular

ntegration. 
Various centrality measures are rooted in the idea that central

odes play a pivotal role in governing information flow within a
etwork, often participating in numerous short paths (Freeman
t al., 2002 ). Closeness centrality, for instance, is defined as the in-
erse of the average shortest path length from a node to all other
odes in the network. A closely related and often more sensitive
easure is betweenness centrality, which quantifies the fraction

f all shortest paths in the network that tr av erse a particular node.
odes with high betweenness centrality frequently act as bridges
onnecting different parts of the network. The concept of be-
weenness centrality can also be natur all y extended to edges, en-
bling the identification of crucial anatomical or functional con-
ections . Certain algorithms (Brandes , 2001 ; Kintali, 2008 ) offer
fficient methods for computing betweenness centr ality, gr eatl y
nhancing its computational efficiency. 

easures of network resilience 
natomical brain connectivity plays a significant role in deter-
ining how neuropathological lesions impact functional brain ac-

ivity. In conditions such as stroke, the extent of functional deteri-
ration hinges on the specific anatomical region affected, whereas
n diseases such as AD, it relies on the resilience of anatomical
onnectivity to degener ativ e c hanges. Complex network anal ysis
quips us with tools to assess these network resilience properties
oth dir ectl y and indir ectl y. 

Indir ect measur es of r esilience gauge anatomical featur es that
eflect a network’s vulnerability to damage. One of these fea-
ures is the degree distribution (Barabási and Albert, 1999 ). Net-
 orks with po w er-la w degree distributions ma y exhibit resilience
 gainst gr adual r andom deterior ation but can be highl y sensitiv e
o disruptions of high-degr ee centr al nodes. In practice, the de-
ree distributions of most real-world networks de viate fr om per-
ect po w er-la w distributions . T her efor e, the extent to whic h these
istributions resemble a po w er law can serve as a valuable indi-
ator of resilience. Another indirect measure of resilience is the
ssortativity coefficient (Ne wman, 2002 ), whic h r eflects the corr e-
ation between the degrees of nodes at opposite ends of an edge.
etworks with a positive assortativity coefficient tend to possess
 r esilient cor e of highl y interconnected, high-degr ee hubs. Con-
 ersel y, networks with a negati ve assortati vity coefficient often
eatur e widel y distributed and thus vulnerable high-degree hubs.
elated measures of assortativity, such as the average neighbor
egr ee (P astor-Satorr as et al., 2001 ) and the local assortativity coef-
cient (Pir av eenan et al., 2008 ), ar e computed for individual nodes.
odes with low scores on these measures can potentially compro-
ise global network function if disrupted. 
Direct assessments of network resilience typically involve eval-

ating the network both before and after a disruption. For in-
tance, in the context of a pr ogr essiv e neur odegener ativ e disease,
atients might undergo long itudinal imag ing. Alternatively, dis-
uptions can be computationally simulated by randomly or pur-
osefull y r emoving nodes and links from the network. The im-
act of such lesions on the network can then be assessed ex-
mining alterations in the resultant anatomical connectivity or
n the simulated functional connectivity or dynamic activity that
merges (Alstott et al., 2009 ). In conducting suc h r esilience tests,
t is advisable to employ measures that are suitable for analyzing
etworks with disconnected components . For example , when as-
essing integration, global efficiency is preferable to characteristic
ath length. 

r ain netw ork measures in AD study 

r a ph theory analysis, coupled with a diverse range of network
easures, equips us with valuable tools to quantify network

roperties and hence has become a popular a ppr oac h to study
rain networks in neurodegenerative disorders such as AD. In the
 ealm of AD r esearc h gr ounded in gr a ph theory, statistical anal y-
is stands out as one of the most fr equentl y emplo y ed methodolo-
ies . T he core steps involve generating brain connectivity matri-
es for individuals at different stages of AD progression, calculat-
ng network measures, and applying statistical analyses to detect
ignificant differences in these measures across various disease
tages . T hese studies contribute significantly to our comprehen-
ion of how the disease impacts the brain over time. 

Researc hers explor e the effects of AD on the brain networks
r om v arious perspectiv es b y emplo ying m ultimodal br ain con-
ectivity matrices, including structural connectivity (SC), func-
ional connectivity (FC), and other modalities. Some studies spe-
ialize in single modality of brain connectivity (Ebadi et al., 2017 ;
ohn et al., 2017 ; Jalili, 2017 ; Behfar et al., 2020 ; Protas et al., 2023 ),
hereas others undertake comparative examinations involving
ultiple types of brain connectivity (Dai et al., 2019 ). Specific stud-

es may focus on particular brain regions, while others adopt a
lobal perspective. In Table 2 , we showcase a selection of r epr e-
entative studies and encapsulate their pivotal findings. 

Mor eov er, due to v ariations in factors suc h as gr oup size, com-
osition, the selection of neuroanatomical atlases, and methods
or creating brain connectivity matrices across different studies,
he results among similar investigations often lack consistency.
her efor e, some studies (Martensson et al., 2018 ; Xu et al., 2022 )
ave attempted to explore the impact of various factors on graph
easures by comparing different results under distinct experi-
ental settings . T his in vestigation aims to shed light on the sta-

ility of gr a ph theor etical measur es. Suc h efforts pr ovide v aluable
nsights into the application of graph theory in brain disease re-
earch and the analysis and interpretation of related findings. 

eep Graph Neural Network-Based 

ppr oac hes for AD Prediction 

ecent strides in deep learning have introduced potent and effi-
ient models for brain network anal ysis, offering se v er al substan-
ial adv anta ges ov er tr aditional statistical a ppr oac hes. First, deep
earning models possess the remarkable ability to autonomously
xtr act r ele v ant featur es fr om r aw data. In the context of br ain
etwork analysis, this means they can automatically discern vi-
al patterns and intricate relationships within complex connec-
ivity data, eliminating the need for laborious manual feature en-
ineering. T his pro ves especially advantageous when dealing with
arge-scale , high-dimensional datasets . Second, brain networks
ften exhibit intricate, nonlinear relationships between nodes and
dges, which can be challenging to model using linear techniques.
eep learning models, with their brilliant ability to ca ptur e non-

inearities thr ough activ ation functions and m ultiple la yers , are
ell-suited to addressing this complexity. Third, deep learning
odels exhibit impr essiv e scalability, enabling them to adeptl y
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Table 2: Summary of notable gr a ph theory-based studies in AD r esearc h. 

Work Sample Connectivity Main findings 

Ebadi et al. ( 2017 ) 15NC, 15MCI, 
15AD 

Nodes: Brodmann 
areas 
SC: connection 
density of fiber 
deriv ed fr om DTI 

Acc: AD vs. NC = 80%, AD vs. MCI = 83.3%, MCI vs. NC = 70% 

AD vs NC (most important features): betweenness centrality at 
Br odmann Ar ea 2, eigenv ector centr ality at Br odmann Ar ea 1, load 
centrality at Brodmann Areas 2 and 27, and closeness centrality at 
Br odmann Ar ea 1 
AD vs MCI (most important features): Katz centrality at Brodmann Area 
3, degree and closeness centrality at Brodmann Area 5, node 
redundancy coefficient and load centrality at Brodmann Area 4. 
MCI vs NC (most important features): hit centrality, page rank, 
betweenness centrality, and load centrality at Brodmann Area 6 along 
with hub centrality at Brodmann Area 1. 

John et al. ( 2017 ) 100AD, 135NC Nodes: 87 cortical gray 
matter and 
subcortical regions 
SC: correlations of 
the corresponding 
regional volumes 

AD: (first sub-gr a ph) clustering coefficient ↓ , sigma (the ratio between the 
clustering coefficient and the c har acteristic path length) ↓ 
AD: (second sub-gr a ph) Small world propensity (SWP (Feldt Muldoon 
et al., 2015 )) ↑ 
Neur odegener ativ e pr ocesses impact v olumetric netw orks in a 
nonglobal fashion . 

Jalili ( 2017 ) 23AD, 25NC Nodes: EEG sensor 
locations 
FC: Pearson’s 
correlation 
coefficient of EEG 

signals 

AD: local efficiency ↓ , modularity ↓ (Global) 
The optimal set of measures: edge betweenness centrality, global 
efficiency , modularity , and sync hr onizability. 

Dai et al. ( 2019 ) 47AD, 40NC Nodes: AAL-611 atlas 
SC: connection 
density of fiber 
deriv ed fr om dMRI 
FC: Pearson’s 
correlation 
coefficient of rs-fMRI 

FC of AD: clustering coefficient ↓ , c har acteristic path length ↑ , normalized 
clustering coefficient ↑ , normalized c har acteristic path length ↑ , and 
small-worldne ↑ (Global) 
SC of AD: disrupted the c har acteristic path length, intramodular 
connections in the DMN, degree ↓ in the right middle frontal gyrus, 
insula, and middle temporal gyrus. 
AD: the coupling of the FC and SC in connections of the default mode 
network and the rich club ↑ . 

Behfar et al. ( 2020 ) 15 young NC 

15 senior NC 

15 MCI 

Nodes: Brainnetome 
Atlas 
FC: Pearson’s 
correlation 
coefficient of rs-fMRI 

Senior NC and MCI (compared to young NC): degree centrality (degree) ↓ 
at 3 ROI: the right superior parietal lobule, r ostr al ar ea 7 (Br ainnetome 
label: SPL_R_5_1), the right and left pr ecentr al gyri caudal dorsolateral 
area 6 (Brainnetome label: PrG_R_6_2 and PrG_L_6_2) 
MCI (compared to Senior NC): degree centrality (degree) ↓ in the right 
middle frontal gyrus, lateral areal 10 (Brainnetome label: MFG_R_7_7). 

Protas et al. ( 2023 ) 32AD, 115MCI, 
223NC 

Nodes: AAL atlas 
tau network: the 
weight indicates the 
difference in tau 
deposition between 
two nodes 

Global strength, global efficiency, and limbic strength in the tau networks 
are higher in AD subjects ( AD > MCI > NC ). 
Global efficiency and global strength are significantly correlated with 
memory in the NC group. 

The arrows refer to an increase ( ↑ ) or a decrease ( ↓ ) of the indicated measures. 
Abbr e viations: DTI: diffusion tensor imaging; Acc: accuracy; NC: Normal control. 
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handle vast and intricate datasets, a common c har acteristic of 
brain connectivity data. This scalability ensures that deep learn- 
ing methods can efficiently manage the gro wing v olumes of data 
generated in neuroscience research. Fourth, brain network anal- 
ysis fr equentl y involv es integr ating v arious data types, suc h as 
structural and functional modalities. Deep learning models can 

seamlessl y integr ate and learn fr om m ultiple modalities, pr ovid- 
ing a holistic view of brain connectivity. These compelling advan- 
ta ges hav e pr opelled the use and design of effective deep models 
in brain network studies into a popular and burgeoning field of 
r esearc h. 

Within the expansive domain of deep models, deep gr a ph con- 
v olutional neural netw orks (GCNs) (Kipf and W elling, 2016 ; W u 

et al., 2020 ; Zhang et al., 2022 , 2020b ; Defferrard et al., 2016 ) have 
emerged as a prominent choice . T his prominence is attributed to 
their exceptional proficiency in handling complex graph data, a 
uality that gr eatl y enhances their utility in brain network anal-
sis . T he fundamental operating principle of a GCN is elucidated
n Fig. 2 . GCN starts with the r epr esentation of data as a gr a ph,
hich can be depicted using a topology ( T ), outlining the connec-

ions between nodes, and a feature matrix ( X ), capturing the dis-
inctiv e featur es associated with eac h node . T he core of GCN is
he iter ativ e messa ge-passing pr ocess via gr a ph con volution. T his
rocess can be formulated by G ( T , X , W ) , where W = { W 1 , W 2 , ···,
 l } is the weight matrix of each convolution layer, H 

l is the out-
ut of the l th convolution layer, and f ( ·) is the nonlinear activation
unction. 

G ( T , X , W ) = f 
(
T H 

l −1 W l 

)
(8) 

H 

l = 

{ 

f 
(
T H 

l −1 W l 

)
, l > 0 

X, l = 0 
(9) 
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Figur e 2: T he fundamental oper ation of a GCN. A GCN functions by first r epr esenting data as a gr a ph, with the entir e gr a ph depicted thr ough a 
topology illustrating node connectivity and a feature matrix. It then conducts iterative message passing through graph convolution, where nodes 
gather information from neighbors, subject it to transformation via learnable weights ( W l ) and nonlinear activation functions [ f ( ·)], and subsequently 
update their r epr esentations, with the final node r epr esentations used for various tasks like node or gr a ph classification. 
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In each con volution la yer, W l acts like a filter to select and ag-
r egate information (featur es) fr om neighboring nodes along the
opology and subsequently convey it back to the center node, up-
ating its r epr esentation (Fig. 2 ). The incor por ation of a nonlinear
ctivation function in each convolution layer is pivotal for captur-
ng and learning intricate patterns and relationships embedded
n the gr a ph data. Thr ough the stac king of m ultiple gr a ph convo-
utional la yers , information from high-order neighbors , indir ectl y
onnected via other nodes, can be pr opa gated along gr a ph topol-
gy. After the iterations, the final node representations can be
sed for various tasks, such as node classification or graph classifi-
ation. In essence, GCN pr ocesses gr a ph-structur ed data by iter a-
iv el y passing messa ges betw een nodes, allo wing each node to in-
or por ate information fr om its neighbors and update its own rep-
 esentation. This pr ocess le v er a ges the gr a ph structur e to ca ptur e
omplex relationships and dependencies within the data, making
t particularly useful for tasks involving graph-structured data. 

Expanding on the foundational GCN gr a ph convolution, v ari-
us studies have explored innovative approaches in both struc-
uring gr a ph data and designing model arc hitectur es, tailor ed to
 diverse range of applications. For graph data organization, some
tudies employ population-le v el gr a phs as input (Parisot et al.,
018 ; Huang and Chung, 2022 ; Li et al., 2022 ; Zhu et al., 2022 ),
her e eac h node r epr esents an individual subject, and the edges
enote correlations between subjects . For instance , Parisot et al.
 2018 ) emplo y ed a sparse gr a ph r epr esentation of the population,
ssociating nodes with imaging-based feature vectors and inte-
rating phenotypic information as edge weights. Unlike Parisot
t al. ( 2018 ), which manually constructed a static affinity popula-
ion gr a ph, (Huang and Chung, 2022 ) intr oduced a fr ame work for
utomatic learning to build a population gr a ph with variational
dges. Similarly, Zhu et al. ( 2022 ) also adopted a dynamic graph
earning strategy to adapt the neighborhood relationship of the
opulation gr a ph, gener ating r obust node embeddings and r efin-

ng correlations among all data points to enhance classifier per-
ormance . Moreo ver, Li et al. ( 2022 ) enhanced interpretability by
ncor por ating featur e and sample inter pr etation modules into the
opulation gr a ph learning pr ocess, facilitating the inter pr etation
f feature and sample significance. By contrast, other studies use
ndividual-le v el gr a phs (Zhang et al., 2021 , 2020a , 2019 ), with each
ode r epr esenting a ROI, and the edges signifying the connectivity
r correlation between these ROI. For example, Zhang et al. ( 2021 )
roposed a deep brain connectome to simultaneously model indi-
idual structural and functional networks for brain disease anal-
sis . T he structural network served as the initialization of gr a ph
opology, while the functional information iter ativ el y updated the
opology to maximize its classification po w er. The resulting deep
onnectome effectiv el y integr ates v arious network connectomes
nd c har acterizes their deep r elationship as an “individual con-
ectome signature.” Both Zhang et al. ( 2020a ) and Zhang et al.
 2019 ) follo w ed a similar concept, constructing individual brain
etw orks b y integr ating both structur al and functional networks.
o w e v er, they emplo y ed distinct neural netw ork ar c hitectur es to
andle fMRI time-series data. Zhang et al. ( 2019 ) utilized recur-
 ent neur al networks (RNNs) to ca ptur e tempor al dependencies
ithin fMRI sequential data, whereas Zhang et al. ( 2020a ) incor-
orated an attention layer to extract disease-related features for
rain network construction, enhancing the inter pr etability of the
eep model. Mor eov er, specific studies adopt a hier arc hical a p-
r oac h, concurr entl y incor por ating both individual and popula-
ion gr a phs (Jiang et al., 2020 ; Li et al., 2021a ). In Jiang et al. ( 2020 ),
w o GCNs w ere emplo y ed to model the individual brain functional
etwork and the whole population network, r espectiv el y. A com-
act r epr esentation of individual br ain netw ork, emplo y ed as the
ode embedding, was learned automatically by a gr a ph-le v el em-
edding learning GCN. Sim ultaneousl y, the population network
as acquired by updating each node embedding in the gr a ph data

hr ough a ggr egating the r epr esentations of its neighbors and it-
elf. To better study the m ulti-scale natur e of the brain network,
i et al. ( 2021b ) a pplied m ultiple thr esholds to gener ate m ultiple
onnectivity networks, r eflecting differ ent le v els of the topologi-
al structure of the original connectivity network. The population
etw ork w as also constructed using all subjects with the same
parsity le v el. In gener al, v arious types of gr a ph, including indi-
idual, population, or m ulti-scale gr a phs, ar e constructed to rep-
 esent br ain networks fr om a data perspectiv e. To enhance the ca-
acity of GCNs in handling complex multi-scale and multi-modal
r ain networks, adv anced models or tec hniques suc h as RNNs
Zhang et al., 2020a , 2019 ), attention layers (Zhang et al., 2020a ),
nd transfer learning (Li et al., 2021b ) have been integrated into
CNs from a model arc hitectur e perspectiv e. Mor eov er, innov ativ e

mpr ov ements to the v anilla GCNs, suc h as dynamic GCNs designs
Zhu et al., 2022 ; Zhang et al., 2021 ), whic h ada ptiv el y update gr a ph
opology or learn task-specific node/edge features during training,
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Table 3: Summary: of Notable GCN-Based Research in AD Study. 

Work 
Dataset and 
sample size Input graph Model 

Performance 
(accuracy) 

Parisot et al. 
( 2018 ) 

ADNI: 289pMCI, 
251sMCI 

Graph: population 
. Node: Single subject with 
imaging based (T1) feature 
vectors. 
Edge: weighted using phenotypic 
information . 

Vanilla spectral GCNs 
(Defferrard et al., 2016 ) 

pMCI/sMCI: 0.80 

Zhang et al. ( 2019 ) ADNI: 
116NC, 93MCI 

Graph: individual. 
Node: atlas-based brain region 
with rs-fMRI signal as features. 
Edge: SC . 

GCRNN: combination of 
RNN and GCN 

NC/MCI: 0.935 

Zhang et al. 
( 2020a ) 

ADNI: 
116NC, 93MCI 

Graph: individual. 
Node: atlas-based brain region 
with rs-fMRI signal as features. 
Edge: learnable, integration of SC 

and rs-fMRI signal . 

Deep cross-model 
attention network, 
which combine RNN, 
GCN , and attention 
layer 

NC/MCI: 0.983 

Jiang et al. ( 2020 ) ADNI: 
99MCI, 34AD 

Graph: both individual and 
population 
. Individual: FC 

. Population: node is single 
subject; edge is the learned 
embedding from FC.

Hi-GCN: a hier arc hical 
GCN fr ame work 

AD/MCI: 0.785 

Li et al. ( 2021b ) ADNI: 
99MCI, 34AD 

ABIDE: 
403ASD, 468 NC 

Graph: both individual and 
population.
Individual: FC.
Population: node is single 
subject; edge is the learned 
embedding from FC . 

TE-HI-GCN: an ensemble 
of transfer hierarchical 
GCN. 
Transfer is conducted 
between different 
diseases: AD and ASD 

ASD/NC: 0.765 
AD/NC: 0.894 

Zhang et al. ( 2021 ) ADNI: 
116NC, 98MCI 

Graph: indi vidual, d ynamic.
Node: atlas-based brain region 
with FC as features. 
Edge: deep fusion of both 
structural and functional data, 
dynamically updated.

Deep brain connectome, 
multi-modal dynamic 
GCN 

NC/MCI: 0.927 

Huang and 
Chung ( 2022 ) 

ADNI: 289pMCI, 
251sMCI 
TADPOLE: 
557(NC + MCI + AD) 

Graph: population. 
Node: Single subject. 
Edge: learnable variational edges 
using imaging and nonimaging 
data. 

Vanilla spectral GCNs 
(Defferrard et al., 2016 ) 

pMCI/sMCI: 0.7940 
NC/MCI/AD: 
0.8779 

Zhu et al. ( 2022 ) ADNI: 
51AD, 52NC, 
43pMCI, 
56sMCI 

Graph: population, dynamic.
Node: Single subject with gray 
matter volume as initial feature 
and dynamically updated.
Edge: correlation of samples, and 
dynamically updated . 

Dynamic GCN, coupling 
inter pr etable featur e 
learning with dynamic 
gr a ph learning 

Refer to Fig. 2 in the 
paper 

Li et al. ( 2022 ) ADNI: 
226NC, 
226pMCI, 
163sMCI, 
186AD 

Graph: population. 
Node: Single subject with gray 
matter volume as features. 
Edge: correlation of samples. 

FSNet: a novel dual 
inter pr etable GCN, can 
sim ultaneousl y select 
significant features and 
samples 

AD/NC: 0.844 
AD/MCI: 0.736 
NC/MCI: 0.718 
sMCI/pMCI: 0.702 

Abbr e viations: sMCI: stable mild cognitive impairment; pMCI: progressive MCI; ASD: autism spectrum disorder. 
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hav e been intr oduced, pr oviding significant adv anta ges ov er static 
counterparts . We ha ve curated a selection of r epr esentativ e works 
and summarized them in Table 3 for r efer ence. 

Discussion and Conclusion 

Recent advancements in AD research highlight the intricate con- 
nection between AD pathology and brain networks. Consequently,
a substantial amount of r esearc h has focused on utilizing brain 

network-based a ppr oac hes for the classification and pr ediction of 
AD con version. T his review specifically focuses on studies rooted 
n gr a ph theory and deep gr a ph convolutional neur al networks.
umer ous AD-r elated br ain connections hav e been unv eiled, ac-
ompanied by the introduction of more robust deep models . T he
ngoing exploration of connectome-based research has undeni- 
bl y yielded v aluable insights into gr a ph data or ganization, anal-
sis, and model design, laying the foundation for promising future
n vestigations . To further deepen our understanding of AD, sev-
ral critical gaps exist that require attention in future research
ndeavors: 

Interpretability: The inherent complexity of GCNs, like other 
deep neural networks, renders them opaque black-box 
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models. Inter pr eting these models necessitates a thor-
ough understanding of the mechanisms governing their
decision-making processes. In the realm of connectome-
based AD studies , unra veling the reasoning behind the pre-
dictions made by GCN-based models is not just desirable,
it is imper ativ e . T his inter pr etability not onl y facilitates
the comprehension of the intricate links between brain
networks and AD de v elopment mec hanisms but also re-
inforces the trust that healthcare professionals and pa-
tients can place in these models. While strides have been
made in de v eloping inter pr etation tec hniques for gr a ph-
based deep models, such as GNNExplainer (Ying et al., 2019 )
and Gr a phLIME (Huang et al., 2022 ), e v aluating the inter-
pretability of these models remains a formidable challenge.
This challenge stems from our limited knowledge of both
brain networks and AD, making it crucial to continue ex-
ploring innov ativ e a ppr oac hes to enhance the inter pr etabil-
ity of GCNs in medical domain. 

Multimodality: To compr ehensiv el y ca ptur e the intricacies of
brain networks within the context of brain diseases such
as AD, it is vital to consider multimodal data. This involves
integr ating v arious types of data, including structural and
functional connectivity, alongside clinical and genetic in-
formation, to form a holistic understanding of the disease’s
m ultifaceted natur e. While pr e vious r esearc h has made nu-
merous attempts to fuse diverse modalities (Zhang et al.,
2021 , 2020a , 2019 ; Lyu et al., 2021 ; Wang et al., 2023 ), most
existing multimodal studies predominantly focus on dif-
fer ent ima ging modalities. Ho w e v er, the gr owing accessibil-
ity of biomedical data from extensive biobanks, electronic
health records, medical imaging, and wearable and ambi-
ent biosensors provides a significant opportunity to pro-
pel multimodal studies forw ar d. Capitalizing on these ad-
v ancements, ther e is a pressing need for more efficient mul-
timodal deep models that can seamlessl y integr ate data
from both imaging and nonimaging modalities . T his in-
cludes biosensors , genetics , clinical records , and en viron-
mental factors. Ho w e v er, due to se v er al k e y factors, ef-
fectiv el y and seamlessl y amalgamating ima ging and non-
imaging modalities remains a formidable challenge. One of
the for emost c hallenges arises fr om the inher ent heter o-
geneity between differ ent modalities. Eac h modality pos-
sesses unique c har acteristics, and efficientl y harmonizing
and fully exploiting the potential of each modality is a cen-
tr al c hallenge in the design of multimodal models. Addi-
tionall y, pr actical a pplications often gr a pple with the issue
of missing modality. Addressing the problem of data in-
completeness and effectiv el y handling suc h ga ps in m ulti-
modal data remains a critical concern in multimodal analy-
sis. De v eloping r obust str ategies to handle missing data and
creating models that can accommodate these real-world
challenges is essential for the success of multimodal ap-
pr oac hes in the study of AD and the whole medical imaging
domain. 

In conclusion, this r e vie w offers a compr ehensiv e ov ervie w of
he dynamic landscape of AD r esearc h in the context of brain net-
ork analysis. It underscores the pivotal role of brain networks in
lucidating the mechanisms underpinning AD and their profound
mpact on the disease pr ogr ession. The r e vie w has shed light on
he rich spectrum of graph-based methods emplo y ed in AD in-
estigations, classifying them into traditional graph theory-based
 ppr oac hes and cutting-edge deep gr a ph neur al network-based
echniques . T hese methodologies ha ve significantly enriched our
omprehension of AD by unveiling intricate patterns within brain
etworks . Consequently, they ha ve opened doors to pioneering di-
 gnostic tools, pr edictiv e models, and the identification of poten-
ial biomarkers. Ho w e v er, it is crucial to ac knowledge that numer-
us substantial challenges lie ahead. These challenges encompass
ssues like inter pr etability of complex models and the effective in-
egr ation of m ultimodal data, especiall y in the context of limited

edical datasets. Addressing these hurdles remains paramount
or the continued advancement of AD research and its translation
nto clinical practice. 
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