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Glucocorticoids (GCs) are used in combination chemotherapies as
front-line treatment for B cell acute lymphoblastic leukemia (B-ALL).
Although effective, many patients relapse and become resistant to
chemotherapy and GCs in particular. Why these patients relapse is
not clear. We took a comprehensive, functional genomics approach
to identify sources of GC resistance. A genome-wide shRNA screen
identified the transcriptional coactivators EHMT2, EHMT1, and CBX3
as important contributors to GC-induced cell death. This complex
selectively supports GC-induced expression of genes contributing to
cell death. A metaanalysis of gene expression data from B-ALL
patient specimens revealed that Aurora kinase B (AURKB), which
restrains GC signaling by phosphorylating EHMT1-2, is overexpressed
in relapsed B-ALL, suggesting it as a potential contributor to relapse.
Inhibition of AURKB enhanced GC-induced expression of cell death
genes, resulting in potentiation of GC cytotoxicity in cell lines and
relapsed B-ALL patient samples. This function for AURKB is distinct
from its canonical role in the cell cycle. These results show the utility
of functional genomics in understanding mechanisms of resistance
and rapidly identifying combination chemotherapeutics.
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Glucocorticoids (GCs), including dexamethasone (dex) and
prednisone, are a component of front-line combination

chemotherapy used to treat lymphoid cancers (1). In children
with B cell acute lymphoblastic leukemia (B-ALL), overall
treatment response is correlated with response to GCs alone,
indicating that GCs are a key component in treatment efficacy
(2–4). GCs work by binding to the glucocorticoid receptor (GR),
a ligand-activated transcription factor that then translocates to
the nucleus, associates with DNA, and regulates genes (5).
Regulation of genes by GR is essential to the cytotoxicity of GCs
(6). Although effective, about 15% of children with B-ALL do
not respond to GC-based combination chemotherapy or develop
resistance on relapse (7). Despite remarkable advances in im-
munotherapy, the prognosis of these patients remains poor (8),
underscoring the immediate need for new treatments.
One strategy to improve treatment of patients with relapsed B-

ALL is to understand the mechanism of relapse and GC re-
sistance specifically. One route to relapse is mutation. We pre-
viously demonstrated that mutations associated with resistance
or relapse are in genes that modulate the sensitivity of B-ALL to
GCs (9). Among these, transcription factors and GR coregulators
[e.g., CREBBP/P300 and TBL1XR1 (10)] are prevalent (11),
underscoring their importance as potential therapeutic targets.
Despite these findings, genetic lesions explain only a small fraction
of GC resistance (12).
Another potential source of resistance to GCs is gene mis-

expression. Studies comparing the gene expression of patients at
diagnosis with that at relapse in children with B-ALL identify
dozens of significantly misexpressed genes that were most promi-
nently related to cell cycle and replication (e.g., PTTG1, CDC20),
apoptosis (BIRC5, HRK), and DNA repair (FANC genes) (13–15).

Integration of misexpression with other data, including DNA meth-
ylation and copy number variation, yielded higher-confidence hits,
including in cell cycle, WNT, and MAPK pathways (14). None-
theless, few functional links between gene misexpression and GC
resistance have been established, thwarting development of ther-
apies to overcome resistance.
Recently, we took a functional genomic approach to identify

targets for potentiating GCs specifically in the tissue of interest.
By integrating the response of B-ALL samples to GCs with an
shRNA screen encompassing one-quarter of the genome
(∼5,600 genes), we identified a previously obscured role for GCs
in regulating B cell developmental programs (9). Inhibiting a
node in the B cell receptor signaling network, the lymphoid-
restricted PI3Kδ, potentiated GCs even in some resistant pa-
tient samples (9). Although this combination would be expected
to have few side effects, it does not specifically target sources of
relapse that would attenuate GC function.
In this study, we took a comprehensive functional genomic

approach to understanding how GCs induce cell death in B-ALL

Significance

Understanding the mechanism of glucocorticoid-induced cell
death and resistance on relapse is essential to improve treat-
ment of leukemias. We used functional genomics, integrating
gene regulation, gene misexpression on relapse, and genome-
wide shRNA screen in B cell acute lymphoblastic leukemia (B-
ALL). This revealed that glucocorticoids deploy select tran-
scriptional cofactors to regulate effector genes that drive, and
buffer genes that restrain, cell death. Aurora kinase B (AURKB),
a negative regulator of the EHMT1/2 coregulator complex, was
found to be overexpressed on relapse. Inhibitors of AURKB
enhanced glucocorticoid regulation of effector genes while
leaving key buffering genes unperturbed, resulting in poten-
tiated glucocorticoid sensitivity in B-ALL cell lines and relapsed
patient samples. This provides a potential therapy and deeper
understanding of glucocorticoids in leukemia.
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and to identify sources of GC resistance. Results of a genome-wide
shRNA screen (>20,000 protein coding genes) were integrated with
data for dex regulation of gene expression to identify genes that
contribute to dex-induced cell death. Screen results were then
combined with an integrated analysis of available datasets of gene
expression at diagnosis and relapse in children with B-ALL to
identify misexpressed genes that affect growth and sensitivity. This
approach identified numerous potential targets, such as cell cycle
and transcriptional regulatory complexes. In particular, a specific
GR transcriptional coactivator complex [EHMT1 (also known as
GLP), EHMT2 (also known as G9a), and CBX3 (also known as
HP1γ)] was implicated as a required component for efficient GC-

induced cell death. We found that a negative regulator of the com-
plex, Aurora kinase B (AURKB) (16), is overexpressed in relapsed
B-ALL, implicating it as a source of resistance. Adding AURKB in-
hibitors increased GC-induced cell death of B-ALL at least in part by
enhancing the activity of the EHMT2 and EHMT1 working with GR.

Results
Genome-Wide Identification of Genes That Influence Sensitivity to
GC-Induced Cell Death. To determine the contribution of each
gene in the genome to cell growth and GC-induced cell death in
B-ALL, we used a next generation shRNA screen (9, 17). We
performed this screen in NALM6 cells, which we demonstrated

Fig. 1. Genes that affect growth and sensitivity to dex in the B-ALL cell line NALM6. (A) Growth or γ values are calculated by averaging enrichment of each
shRNA in the cell population at the end of the growth period (TF) vs. at initial infection (T0) (SI Appendix, SI Methods). Confidence values (P values) are
calculated by MW test comparing enrichment of shRNAs vs. thousands of control shRNAs. Points are colored if the genes significantly (q value ≤ 0.1) decrease
(green) or increase (purple) growth on depletion. (B) ρ or dex sensitivity values are calculated for each gene as effect of depletion on average enrichment of
shRNAs on dex treatment (R1–R3) vs. growth control (TF) (SI Appendix, SI Methods). Confidence values (P values) are calculated by MW test comparing
enrichment of shRNAs vs. thousands of control shRNAs. Green points, genes that sensitize cells to dex when depleted; purple points, those that render cells
more resistant when depleted. (C) Effector plot for genes that effect dex-induced cell death. From genes with a significant (P value ≤ 0.05) effect on dex-induced
cell death (B and Dataset S1), a subset was identified that overlaps with the set of genes consistently and significantly regulated (KS test; q value ≤ 1e-3) by GCs in
B-ALL primary samples, patient-derived xenografts, and cell lines (9). These genes are plotted by effect of depletion on cell death (1, perfectly protective; −1,
twofold increase in sensitivity) vs. average regulation in response to dex. Genes with up-regulation (purple) or repression (green) by dex that contributes to dex-
induced cell death are effectors. Genes with up-regulation (orange) or repression (yellow) that opposes cell death are buffering genes (refer to SI Appendix, Fig.
S2). (D) Volcano plot depicts the effect of depletion on dex sensitivity for all known nuclear receptor coregulators (points are a subset of B).
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previously to be a useful cell line model for the response of
patient specimens and patient-derived xenograft samples to GCs
(9). We targeted each known protein coding gene (∼20,000) with
an average of 25 shRNAs delivered by lentivirus. Starting with
6 billion cells, we performed the screen with three biological
replicates as described previously, except in spinner flasks rather
than still tissue culture flasks to accommodate the vastly greater
number of genes screened (9, 18, 19). Infected cells were then
treated three times with vehicle or 35 nM dex (∼EC50) for 3 d
each time, washing the drug out in between. By comparing the
enrichment of integrated shRNA expression cassettes in the
vehicle vs. initially infected cells, we calculated the effect of each
gene on growth (γ score). By comparing the enrichment in cells
treated with dex vs. vehicle, we calculated the effect on dex
sensitivity (ρ score). The dex sensitivity scores were highly con-
sistent between biological repeats (SI Appendix, Fig. S1A and SI
Methods has details). This design not only identified high-
confidence hits but also, identified genes that both contribute
to and restrain the response of cells to GCs (17, 18, 20).
Hundreds of genes significantly affected growth (γ scores).

Significance was calculated by Mann–Whitney U (MW) and
Kolmogorov–Smirnov (KS) tests, which generally agreed well,
except for a cohort of genes that exhibited greater significance by
MW (SI Appendix, Fig. S1B). This is likely because shRNAs that
affect growth severely dropped out of the screen, and the MW
test is less sensitive to a smaller number of shRNAs. Nonethe-
less, ∼5% of genes (1,030, q value ≤ 0.1) (21) affected growth,
with the majority (910 genes) impeding growth when depleted
(Fig. 1A, Dataset S1, and SI Appendix, Fig. S1C). Depletion of
components involved in translation, mammalian target of rapa-
mycin (mTOR) signaling, and energy production had a negative
impact on growth (SI Appendix, Fig. S1D). The B cell receptor
pathway was also important, likely because signaling through this
pathway enhances growth and survival of NALM6 cells (9).
AURKB, an important mitosis facilitator that proved to be
highly relevant to this study, was also a significant contributor to
cell growth.
Hundreds of genes were also found to affect dex sensitivity (ρ

scores). The 276 most significant genes (q value ≤ 0.1) were split
between those that contribute to GC-induced cell death (130;
protective on knockdown) (Fig. 1B, purple) and those that at-
tenuate the toxicity of dex (146; sensitizing on knockdown) (Fig.
1B, green). Importantly, depletion of GR (NR3C1) was the most
protective, highest-confidence hit in the screen. At the other end
of the spectrum, MBNL1 was the most significant sensitizing hit.
Sensitizing hits are of immediate therapeutic interest, as inhibi-
tors of these proteins are good candidates for sensitizing cells to
dex. Similar to γ, the MW and KS tests for ρ scores were con-
sistent but did not agree for a cohort of genes, again likely be-
cause of shRNA dropout during dex treatment (SI Appendix, Fig.
S1E). This dropout likely caused an underestimation of the sig-
nificance of some genes (false negatives) but would not diminish
the confidence of significant hits. For example, five AURKB
shRNAs dropped out after dex treatment, presumably because
they rendered cells extremely sensitive to dex. This resulted in
apparently marginal significance (P value = 0.15), despite a
substantial phenotype value (ρ = −0.30) (SI Appendix, Fig. S1F).
In subsequent analyses, we therefore use a q value ≤ 0.1 cutoff to
identify significant genes and a more relaxed cutoff (P value ≤
0.05) for pathway and exploratory data analyses (top genes).

Identification of GC-Regulated Cell Death Effector Genes. Previously,
we identified genes that are consistently regulated by GCs in B-
ALL by combining measured changes in gene expression with
existing data for primary samples, patient-derived xenografts,
and cell lines (9). Using a stringent cutoff (KS test; q value ≤ 1e-3),
we found that 1,040 genes were regulated across dex-sensitive
B-ALL samples, with about one-half being activated and one-

half being repressed. By comparing the genes regulated by dex in
B-ALL cells with the top hits from our shRNA screen, we iden-
tified GC-regulated genes that affect cell death (Dataset S2).
Effectors are genes with regulation by dex that contributes to

cell death. If activation of a gene contributes to cell death, then
depletion would make cells more resistant (Fig. 1C and SI Ap-
pendix, Fig. S2A, purple) or would increase cell growth (SI Ap-
pendix, Fig. S2 B, purple and C, purple). If repression contributes
to cell death, then depletion would render the cells more sen-
sitive to dex (Fig. 1C and SI Appendix, Fig. S2A, green) or would
impede cell growth (SI Appendix, Fig. S2 B, green and C, green).
In total, 60 genes were classified as effectors by their effect on
dex sensitivity (ρ), and 108 genes were classified as effectors by
their effect on growth (γ). These effectors include BH3 apoptosis
family members (e.g., BCL2, BCL1L11), B cell receptor/PI3K
pathway components (e.g., BTK, PIK3CD), and B cell development
genes (e.g., LEF1, MEF2C). Two splicing factors, MBNL1, which is
mutated in some leukemias (22–24), and SRRM1 (25), are strong,
negative effectors, suggesting that GC regulation of splicing con-
tributes to B-ALL death.
The full screen also revealed a number of genes that buffer dex

efficacy. Buffering genes are genes with regulation that would
counteract the cytotoxicity of GCs. These include genes that are
up-regulated by dex and have depletion that renders cells more
sensitive and genes that are repressed and have depletion that
renders cells more resistant (Fig. 1C and SI Appendix, Fig. S2,

Fig. 2. Each coregulator supports GC regulation of a subset of GR target
genes. EHMT1 (A and C) and EHMT2 (B and D) were knocked down and
treated with dex for 4 h (three biological replicates), and total RNA was
analyzed on Illumina microarrays. (A and B) Genes significantly regulated in
control (scrambled shRNA) or knockdown in response to dex were plotted.
Each point represents log2 change in expression after dex exposure for
control (x axis) or knockdown (y axis) for each gene. The dotted lines rep-
resent the linear least squared regression fits to the points, and the flanking
curved lines are 99% confidence intervals about that line. Red dots, genes
that do not fit (P value ≤ 0.01) a slope of one (solid line), representing no
change. (C and D) Expression levels in dex-treated cells for genes significantly
regulated by dex under any condition are plotted for control (x axis) vs.
knockdown (y axis). Lines of slopes of one (solid lines) representing no
change in regulation are plotted for comparison. Genes significantly dif-
ferent (P value ≤ 0.01) are red. Genes referred to in the text are labeled.
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orange and yellow points). The most prominent among the
buffering genes is FKBP5, which is among the top three most
dex-activated genes and strongly sensitizes cells when depleted.
Buffering genes with a direct link to leukemia include PREX1
and MAP2K1 (MEK1), which activate RAS/MAPK pathways
promoting survival (26), and LMO2, which is an oncogene in
T cell acute lymphoblastic leukemia (27). These results indicate
that GCs are not cleanly cytotoxic; instead, they regulate genes
that oppose their own toxicity in B-ALL. These genes reflect the
diverse biology of GCs, misregulation of which may be a source of
resistance in some B-ALLs. This unexplored set of buffer genes is
an excellent potential target for therapies, as inhibition would
counteract the regulation of buffering genes, increasing the cyto-
toxicity of GCs.

Specific Nuclear Receptor Coregulators Affect Dex Sensitivity. Path-
way analysis of the screen indicated that the estrogen and GC
signaling pathways have a significant impact on GC-induced cell
death (SI Appendix, Fig. S1G). Because knockdown of estrogen
receptor (ER) itself did not have an effect (q value = 0.78), iden-
tification of the ER pathway is likely because ER and GR interact
with many of the same coregulators and transcription factors.
Our results clearly indicate that nuclear receptor coregulators

significantly affect GC sensitivity. Of the 337 proteins in this
class identified online and compiled from the literature for this
study (https://www.nursa.org/nursa/index.jsf) (28–30), about one-
quarter (80) were among the top genes (P value ≤ 0.05) impli-
cated in GC-induced cell death (Dataset S3), with 37 being
highly significant (q value ≤ 0.1) (Fig. 1D). Depletion of 33
coregulators reduced sensitivity to dex (e.g., PTGES3, EHMT1),
indicating that these coregulators contribute to GC-induced cell
death. The most prominent hit was PTGES3 (also known as
p23), a chaperone that serves both as a coregulator for GR and
as an enzyme producing the prostaglandin PGE2 (31). Depletion
of the other 47 coregulators sensitized NALM6 cells to dex, in-
cluding CREBBP, which is frequently mutated in cancers, KMT2D,
and components of the NuRD complex (including HDAC2,
MAT1, SPEN, MBD2/3, and GATAD2B) (32). This indicates
that these cofactors attenuate GC-induced cell death and would
be good targets for inhibitors to sensitize B-ALL. We, therefore,

hypothesized that specific coregulators would cooperate with
GR to regulate genes involved in GC-induced cell death.

Depletion of Coregulators Generally Attenuates Dex Regulation and
Causes Misregulation of Specific GC-Regulated Genes. To understand
mechanistically how coregulator depletion affects dex sensitivity,
we measured the effect of depleting selected coregulators with
shRNA on dex regulation of genes. We chose EHMT1 and
EHMT2, two known GR coregulators, because (i) they have
strong significant positive ρ scores (Fig. 1D) (EHMT1 had
one of the top scores in the screen), (ii) EHMT2 is homologous
to EHMT1 and heterodimerizes with it, and (iii) we have ex-
tensively characterized their mechanism of action with GR
(16, 33, 34). We then treated three biological replicates of
NALM6 cells and two controls (uninfected, scrambled shRNA)
with dex or vehicle, measured gene expression by microarray
(Illumina HT12 v4), and calculated differential gene expression
(lumi/limma, R/Bioconductor) (Dataset S4).
Depletion of each coregulator resulted in fewer genes signifi-

cantly regulated by dex (q value < 0.01) (SI Appendix, Fig. S3).
Much of this effect is due to a general attenuation of dex regulation
of genes, with depletion of each coregulator attenuating both acti-
vation and repression of genes compared with controls (Fig. 2 A and
B). Depletion of EHMT1 had a more pronounced effect (average
of 38% attenuation compared with ∼20% for EHMT2), likely be-
cause of a concomitant reduction in EHMT2 protein level (35). The
majority of genes seems to fit this trend (r2 = 0.86–0.88), but other
genes exhibited a more significant change in regulation (Fig. 2 A,
red dots and B, red dots). Some cell death effector genes did not
follow this trend (MEF2C, LEF1, ZMIZ1) and seemed to be un-
affected by cofactor depletion. Other effector genes are reliant on a
specific coregulator (EHMT1), including MYC and RAG1 (9).
Thus, these coregulators have both general and specific effects on
dex regulation of genes that contribute to B-ALL cell death.
Separate from an effect on regulation by dex, coregulator

depletion also significantly changed mRNA levels of some genes
in the presence of dex. This is important, because the ultimate
expression level of a gene on addition of dex governs the biological
response rather than the fold change. Comparing the mRNA levels
of dex-treated control cells with coregulator-depleted cells (Fig. 2 C
and D), 468 (EHMT1-KD) and 305 (EMHT2-KD) genes exhibited

Fig. 3. EHMT2-EHMT1-CBX3 facilitates GC-induced cell
death. (A) Model for regulation of dex-induced genes
involved in B-ALL cell death by GR, EHMT2, EHMT1, CBX3,
and AURKB. (Upper) GR recruits EHMT2/EHMT1. Methyl-
ated EHMT2/EHMT1 recruits CBX3, which recruits RNA
polymerase II to activate transcription of cell death genes.
(Lower) Phosphorylation of EHMT2/EHMT1 by AURKB
prevents CBX3 recruitment, reduces death gene activation
by GC, and reduces leukemia cell death. (B) Methylation
and phosphorylation of EHMT2 (Upper) and EHMT1
(Lower) in NALM6 cells was analyzed by immunoprecipi-
tation (IP) with control IgG or antibody against EHMT2 or
EHMT1 followed by immunoblot with indicated anti-
bodies. (C) NALM6 cells expressing shEHMT2, shEHMT1,
shCBX3, or an shNS were treated with twofold dilutions
of dex for 72 h. Cell survival was measured by a fluores-
cence metabolic assay. EC50, the concentration at which
one-half of the cells remain alive, is comparedwith vehicle
controls. Error bars indicate SEM of four independent
experiments; P values indicate comparison of each
coregulator depletion with shNS using the paired t test.
**P ≤ 0.01; ***P ≤ 0.001. (D) Pre-B 697 cells expressing
shRNA against EHMT2, EHMT1, or shNS were treated and
analyzed as in C. *P ≤ 0.05. (E–G) NALM6 cells depleted or
not for EHMT2 (E), EHMT1 (F), or CBX3 (G) were treated
with 100 nMdex (+) or ethanol (−) for 24 h, and indicated
proteins were examined by Western blot.
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significantly different mRNA levels (Fig. 2 C, red dots and D, red
dots). Most of these genes overlapped with the genes that failed to
be properly regulated by dex on coregulator depletion (Fig. 2 A and
B). This analysis revealed that some repressed genes, including
MYC and SOX4, remained aberrantly high and that some
potential cell death effector genes were underexpressed on
coregulator depletion, including TSC22D3 (also known as GILZ),
TXNIP, and NFKBIA (36–39) (Dataset S4). Overall, two-thirds
of cell death effector genes are no longer significantly regulated
by dex on EHMT1/2 depletion in NALM6 cells (Dataset S2: the
“NALM6 Effectors” sheet has 18 genes, and the “Misreg EHMT1
or 2 KD Effectors” sheet, which shows the Effector genes that
are misregulated by knockdown of EHMT1 or EHMT2, con-
tains 12 of those 18 genes). This abrogation of regulation ex-
plains how inhibiting EHMT1/2 could severely blunt sensitivity
to dex and shows that the complex is a key driver of dex-induced
cell death. In addition, although depletion of EHMT1/2 also
attenuates regulation of a similar fraction of buffering genes,
the regulation of key buffering genes remains intact. For example,
FKBP5, expression of which protects cells against dex-induced
cell death, is still strongly up-regulated by dex in EHMT1/2
knockdown. Thus, coregulators have both general and specific
effects on the basal and induced expression levels of potential
effector genes.
To test whether TSC22D3, TXNIP, and NFKBIA are bona fide

effector genes, we measured the effect of shRNA-mediated de-
pletion on GC-induced cell death in NALM6 cells (SI Appendix,
Fig. S4). For each gene, reduction in expression was accompa-
nied by a significant reduction in sensitivity to dex.

An Intact GR-EHMT1/2-CBX3 Complex Is Required for Full Dex Potency.
We previously established the interplay of EHMT1/2, CBX3, and
AURKB in A549 cells (16). EHMT1 and EMHT2 directly as-
sociate with GR and are automethylated or methylated by each
other. Methylation forms a binding interface for CBX3, which is
required for full coactivator complex activity when associated
with GR. AURKB opposes EHMT1/2 interaction with CBX3 by
phosphorylating EHMT1/2, reducing the activity of GR at a
subset of genes that require EHMT1/2 (Fig. 3A). According to
our screen, the depletion of each member of the coregulator
complex produced a phenotype that was consistent with its role
in dex regulation of cell death effector genes in NALM6 cells
[i.e., depletion of GR, EHMT1, EHMT2, and CBX3 was pro-
tective against dex, while depletion of AURKB sensitized
NALM6 cells to dex (although the AURKB effect was not sig-
nificant in the screen)] (Fig. 1 B and D).
To test this model experimentally, we first confirmed that both

methylation and phosphorylation on EHMT1/2 were intact in
NALM6 cells (Fig. 3B). We also confirmed that NALM6 cells
depleted of EHMT2, EHMT1, or CBX3 by shRNA were more
resistant to dex than controls [nonspecific sequence (shNS)] (Fig.
3C and SI Appendix, Fig. S5 A–C). Another dex-sensitive B-ALL
cell line (pre-B 697) also became less sensitive to dex when
EHMT2 or EHMT1 was depleted (Fig. 3D and SI Appendix,
Fig. S5D), indicating that this mechanism is not limited to the
NALM6 cell line. Decreased cleavage of Caspases 3 and 7 and Poly
(ADP-Ribose) Polymerase 1 (PARP1) in NALM6 cells depleted of
EHMT1/2 or CBX3 after 24 h of dex treatment confirmed atten-
uation of apoptosis rather than simply growth (Fig. 3 E–G).
We next tested whether the coregulator complex was impor-

tant for regulation of cell death effector genes. Coregulator de-
pletion (Fig. 4A) significantly decreased both expression and dex
regulation of TSC22D3, TXNIP, and NFKBIA but had no sig-
nificant effect on dex regulation of FKBP5, a gene that did not
require EHMT2 or EHMT1 (Fig. 4B). To test whether these
genes are direct targets of these cofactors, we first validated the
GC-induced binding of GR (9) to neighboring response elements
using ChIP-qPCR (Fig. 4C). Using antibodies to CBX3, we

found that it was also recruited to effector gene GR response
elements on treatment with dex but not to the GR binding site
associated with FKBP5 (Fig. 4D). This indicates that dex induces
recruitment of the GR-EHMT1/2-CBX3 complex for full regu-
lation of cell death effector genes, and this mechanism applies
only to dex-regulated genes that require EHMT1/2.

Transcriptome Analysis of Paired Diagnostic/Relapsed B-ALL Samples
Identifies Genes Associated with Relapse. To test whether alter-
ations in GR cofactor levels contribute to relapse or resistance,
we examined patient data. Previously, three studies measured
mRNA levels of B-ALL cells from patients at diagnosis and
after relapse (GSE3912, GSE18497, GSE28460). Analyzed in-
dividually, these studies identified dozens of genes misexpressed
on relapse (13–15). A recent metaanalysis of these three studies
(40) identified hundreds more, but some misexpressed genes (e.
g., AURKB) were not identified, and others had surprisingly low-
confidence values (e.g., false discovery rate = 0). We, therefore,

Fig. 4. EHMT2, EHMT1, and CBX3 are coactivators for a subset of GR target
genes. (A) Immunoblot showing EHMT2, EHMT1, GR, CBX3, and GAPDH
protein levels in extracts from NALM6 cells analyzed in B. Depletion of
EHMT1 resulted in depletion of EHMT2 due to stabilization of EHMT2 pro-
tein by EHMT1 protein (16). (B) NALM6 cells expressing shRNA against
EHMT2, EHMT1, CBX3, or shNS were treated 8 h with 100 nM dex or an
equivalent volume of ethanol. mRNA for indicated GR target genes was
measured by qRT-PCR and normalized to β-actin mRNA. Results shown are
mean ± SEM for three independent experiments. P value, paired t test
comparing each shRNA with shNS. ns, not significant. *P ≤ 0.05; **P ≤ 0.01.
(C and D) CBX3 is selectively recruited to EHMT2/EHMT1-dependent GR
target genes in response to dex. NALM6 cells were treated with 100 nM dex
or ethanol for 4 h. ChIP was performed with antibody against GR (C) or
CBX3 phosphorylated at S93 (CBX3-S93p) (D). Immunoprecipitated DNA was
analyzed by qPCR using primers that amplify GR binding regions associated
with indicated GR target genes. Results are normalized to input chromatin
and shown as mean ± SEM for three independent experiments. P value,
paired t test. ns, not significant. *P ≤ 0.05; **P ≤ 0.01.

Poulard et al. PNAS Latest Articles | 5 of 10

G
EN

ET
IC
S

https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1816254116/-/DCSupplemental


performed a combined analysis of these datasets to identify
genes that are misexpressed on relapse.
Because expression levels were measured on different micro-

array platforms, we processed each set separately and then
combined the results. Arrays were transformed and normalized
[affy (41), R/Bioconductor], with differentially expressed probes
identified by paired analysis [limma (42)]. We then combined the
P values for each gene using the Fisher method. This analysis
identified 350 “relapse genes” with expression that was signifi-
cantly different from diagnostic samples (q value ≤ 0.05). The
majority of these (292) were overexpressed (Fig. 5A). Using a
more relaxed significance cutoff (P value ≤ 0.01) for pathway
and comparative analyses, we identified 539 top hits, most of
which (427) were again overexpressed (Dataset S5).
The results of this combined analysis are consistent with and

extend previous analyses. Consistent with previous analyses (43,
44), the top relapse genes were related to cell cycle (e.g., CCNB2,
CDK1) and replication (Fig. 5B). However, genes relating to
metabolism and nucleotide synthesis were also prevalent. Other
relapse genes, such as BIRC5 (Fig. 5A), increase cell survival by
opposing apoptosis (45). Underexpressed genes were not related
to cell cycle but instead, immune cell function (e.g., Toll-like
receptor signaling and IL-1 signaling). These data suggest
that relapse results from an increase in proliferation and survival
and a decrease in immune cell characteristics. Another pathway
significantly enriched among relapse genes indicates activation
of prostaglandin signaling through PTGER2 (Fig. 5C). The sig-
nificance of this finding suggests a strong link between prostaglan-
din signaling and relapse that has not been reported previously.

Combining Data from shRNA Screen and Genes Misexpressed at
Relapse Identifies Resistance-Relapse Genes. To link misexpression
of genes to resistance, we overlapped the top relapse gene hits
(Fig. 5A) (P value ≤ 0.01) with our top hits (P value ≤ 0.05) from
the shRNA screen for growth (γ) (Fig. 1A) or dex sensitivity (ρ)
(Fig. 1B). About 22% of relapse genes (117) affected growth or
survival (SI Appendix, Fig. S6A). Of these, the genes that con-
tribute to relapse are either overexpressed and decreased growth
when depleted or underexpressed and increased growth when
depleted (SI Appendix, Fig. S6B, orange and yellow, respectively).
We call the 103 genes that fit these criteria “resistance relapse”

genes. These include previously identified cell cycle genes
(e.g., CCNB2, CDK1) (13–15, 40) (Dataset S6 and SI Appendix,
Fig. S6 C and D) and newly identified genes, such as AURKB
(Figs. 1A and 5A). Both epigenetic (e.g., DNMT1, H2AZ, CBX5,
PRDM2) and transcription factors (e.g., PRDM2, KLF7, and
CITED2) were also identified as resistance relapse genes.
Fewer relapse genes (69 genes) affect GC sensitivity (SI Ap-

pendix, Fig. S7A). Of these, 48 fit the criteria for dex relapse
resistance (Dataset S6 and SI Appendix, Fig. S7 B and C). These
also include specific cell cycle (BIRC5, CDK1, and CCNB2) and
DNA repair (PARPBP) genes, the overexpression of which in-
creases resistance to dex (SI Appendix, Fig. S7D). Each of these
represents a potential target for combination therapy with dex.
This reveals a previously unrecognized interaction between
TOP2A, targeted by anthracyclines (e.g., doxorubicin) in some
standard and relapsed therapy, and dex that helps explain their
effectiveness in combination.
Surprisingly, few GR coregulators were misexpressed on re-

lapse. Of the 23 coregulators misexpressed (P value ≤ 0.01), only
3 (CCNA2, PA2G4, and PSME3) affect dex sensitivity (Dataset
S3). Accordingly, few misexpressed coregulators are predicted to
interact directly with GR (e.g., SMARCE1). Instead, cell cycle
genes, such as CCNA2, CCNE1, and AURKB, are more prev-
alent and may regulate the activity of GR during the cell cycle.
We focused on AURKB, because we had previously shown that
it regulates the activity of the EHMT1/2-CBX3 complex (Fig.
3A) and was significantly overexpressed at relapse vs. diagnosis
(Fig. 5 A and D), and its overexpression is predicted to enhance
growth (SI Appendix, Fig. S6C), suggesting that it may contribute
to relapse.

AURKB Inhibitor Enhances GC Sensitivity of B-ALL Cell Lines and
Primary Cells from Patients with Relapsed B-ALL. According to our
model, AURKB blunts dex toxicity in B-ALL by phosphorylating
EHMT1/2, which interferes with recruitment of CBX3 (Fig. 3A).
Thus, we hypothesized that inhibition of AURKB would sensi-
tize NALM6 cells to dex by enhancing dex regulation of cell
death effector genes. To test this, we used two AURKB-specific
inhibitors: ZM447439 (46, 47) and AZD2811 (also known
as AZD1152-HQPA) (48–51). Inhibiting AURKB is toxic to
NALM6 cells, consistent with our screen data and presumably

Fig. 5. Genes differentially expressed in B-ALL at
relapse vs. diagnosis. (A) Three studies collecting
paired RNA samples from B-ALL patients at diagnosis
and relapse (GSE3912, GSE18497, GSE28460) were
combined. A fold change and a P value for each
gene were first calculated for each dataset. The fold
changes were then averaged, and the P values were
combined using Fisher’s method to generate the
volcano plot. Genes with a q value ≤ 0.05 are colored
red. Outlying genes are labeled. (B) Ingenuity path-
way analysis of relapse genes indicates that cell cycle
genes are highly enriched. (C) Upstream analysis of
relapse genes shows an enrichment for prostaglan-
din signaling, specifically through PTGER2. (D) AURKB
is overexpressed on relapse. Boxplots depict the rela-
tive expression of AURKB in B-ALL patient blood
samples taken sequentially at diagnosis and relapse
for the three different studies. Notches in boxplots
represent 95% confidence intervals, with the com-
bined q values shown.
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due to cell cycle inhibition (52). Inhibition of AURKB with ei-
ther ZM447439 or AZD2811 reduced phosphorylation of
EHMT2 (SI Appendix, Fig. S8 A and B) and significantly sensi-
tized NALM6 cells to GC-induced cell death (Fig. 6A), while
inhibition of aurora kinase A (Alisertib) had no effect (SI Ap-
pendix, Fig. S8C). AURKB inhibition by AZD2811 potentiated
the apoptotic activity of dex as evidenced by increased cleavage
of apoptotic markers in dex-treated NALM6 (Fig. 6B). In ad-
dition to NALM6 cells, AURKB inhibitors also enhanced the
sensitivity of RCH-ACV, a dex-resistant B-ALL cell line (Fig.
6C). Importantly, in NALM6 cells, AZD2811 enhanced dex-
induced expression of dex effector genes that utilize EHMT2,
EHMT1 and CBX3 but not the EHMT2/EHMT1-independent
FKBP5 (Fig. 6D). Thus, the effect of the AURKB inhibitor on
cell survival involves its selective regulation of EHMT2/EHMT1-
dependent GR target genes.
We then tested the combination of AZD2811 and dex in two

patient-derived xenograft lines derived from relapsed B-ALL,
LAX7R (KRAS G12A), and LAX56 [t(Y;7)(p1.3;p13)] (53, 54).
LAX7R and LAX56 were previously shown to be resistant to
both dex and vincristine, another component of standard B-ALL
combination chemotherapy. Treatment of these cells with 16 nM
AZD2811 alone for 5 d (Fig. 7) reduced cell survival to 70–80%
compared with the vehicle-treated control. Treatment with 100–
200 nM dex alone reduced survival to 40–60%, whereas lower

concentrations of dex had little if any effect on cell survival. In
contrast, in combination with 16 nM AZD2811, even 0.1 nM dex
reduced cell survival to 10–30%, and lower survival was achieved
for LAX56 with higher dex concentrations. Thus, AZD2811
enhanced the dex sensitivity of these two dex-resistant primary
B-ALL lines.

Discussion
Elucidating the Mechanism of GC-Induced Cell Death and Identifying
Sources of GC Resistance. In B-ALL, treatment resistance arises
when cancer cells escape the selective pressure of chemo-
therapy. However, the routes to relapse are varied and are
poorly understood (55). Nonetheless, some common themes
have emerged. First, relapse or resistance is correlated with
mutations or SNPs in the transcriptional machinery, including
transcription factors, such as Ikaros (IKZF1), and coregulators,
such as CBP/P300, BTG1, TBL1XR1 (10, 11, 56), and NCOA3
(57), and genes involved in nucleotide metabolisms (NT5C2)
(58). Second, relapse has also been correlated with the mis-
expression of replication, repair, and cell cycle genes. In our
previous work, we used a limited shRNA screen to functionally
link cancer, apoptosis, gene expression, and kinase genes to GC
sensitivity (9). In this study, we took a comprehensive functional
genomics approach by integrating a genome-wide shRNA screen
with dex regulation of genes and gene expression data from

Fig. 6. AURKB inhibitors sensitize NALM6 cells to GC-induced cell death. (A) NALM6 cells were treated with indicated dex concentration in addition to
0.75 μM ZM447439 (Upper), 16 nM AZD2811 (Lower), or equivalent volume of DMSO for 72 h; cell survival was measured by fluorescence metabolic
assay. Values measured with dex were normalized to those with ethanol. Percentage of survival, mean ± SEM of four independent experiments; P values
for individual dex concentrations, paired t test. F test comparing the two curves: P ≤ 0.001. *P ≤ 0.05; **P ≤ 0.01. (Insets) EC50 values, where one-half of
the cells remain alive, compared with vehicle controls. Error bars indicate SEM of four independent experiments; P values compare AURKB inhibitor
treatment with DMSO using paired t test. In these graphs, survival of cells treated with aurora kinase inhibitor alone was set to 100%. Samples treated
with dex plus kinase inhibitor were normalized to survival observed with kinase inhibitor alone; this more clearly depicts effect of kinase inhibitor on
dex sensitivity. **P ≤ 0.01. (B) To NALM6 cells pretreated for 24 h with DMSO or 16 nM AZD2811, ethanol (−) or 100 nM dex (+) was added for an
additional 24 h. Indicated proteins were examined by immunoblot. (C ) RCH-ACV cells were treated with indicated dex concentration in addition to
0.75 μM ZM447439, 16 nM AZD2811, or DMSO for 72 h; cell survival was measured by fluorescence metabolic assay. Normalization was performed as in
A. Percentage of survival, mean ± SEM of five individual experiments; P value for each dex concentration, paired t test. F test comparing the two curves:
P ≤ 0.001. *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001. (D) NALM6 cells pretreated with AZD2811 (16 nM) or DMSO for 24 h were treated for 8 h with 100 nM dex
or ethanol. mRNA for indicated GR target genes was measured by qRT-PCR and normalized to β-actin mRNA. Results shown are mean ± SEM for three
independent experiments. P value, paired t test. ns, not significant. *P ≤ 0.05; **P ≤ 0.01. (E ) Model for GC-induced cell death. GC-induced cell death is a
balance between effector gene regulation driving cell death and buffer genes that oppose it. Enhanced regulation of effector genes in response to GCs
and inhibition of AURKB tip the balance toward cell death. We infer (gray arrows) that overexpression of AURKB attenuates effector gene regulation
but retains regulation of some key buffering genes, favoring survival.
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patients to show that misexpression of cell cycle genes can affect
GC sensitivity, specifically through the AURKB modification of
GR coregulators EHMT1 and EHMT2. Although this is the
ultimate focus of this study, data from the shRNA screen and
integrated data elucidating how GCs induce cell death and
sources of GC resistance on relapse will be invaluable resources
for researchers in the leukemia and steroid hormone receptor
fields who are looking to functionally validate genes identified
through correlative studies, such as SNPs, quantitative trait loci,
differential gene expression, and mutational studies.
For example, one attractive pathway for future investigation is

prostaglandin signaling. Our screen showed that the GR chap-

erone PTGES3 is the second most important protein for GC-
induced cell death behind GR (Fig. 1B). In addition to serving as
a GR chaperone, PTGES3 also converts prostaglandin endo-
peroxide H2 to prostaglandin E2 (PGE2), which in turn, acti-
vates the PTGER2 pathway (31). Analysis of the relapse genes
(Ingenuity Pathway Analysis; Qiagen) indicated a strong signa-
ture for the presence of PTGER2 signaling (Fig. 5C), suggesting
that augmenting PTGES3 or administration of PGE2 would
likely enhance GC activity in B-ALL. Indeed, PGE2 has been
shown to be toxic to B-ALL cells (59, 60). Because PGE2 also
protects B-ALL from DNA damage-induced cell death (61, 62),
it might be most effective by enhancing dex cytotoxicity in a two-
drug combination.
This approach also revealed, surprisingly, that GCs not only induce

cell death by regulating effector genes but also, regulate buffering
genes that oppose their cytotoxicity. This feature complicates our
understanding of GC-induced cell death but also, provides opportu-
nities for potentiation. Take, for example, FKBP5. FKBP5 is strongly
up-regulated by dex, but the screen shows that depletion of
FKBP5 makes cells more sensitive. This indicates that up-regulation
of FKBP5 would protect cells against dex-induced cell death (Fig.
6E). Because numerous other genes fall into this category, the
mechanism of GC-induced cell death is a balance between regulation
of effector genes and buffering genes. If buffering genes are more
strongly regulated, GCs will be less potent. However, if effector genes
are more strongly regulated, cells are more likely to die.
Our data show that this balance between effectors and buffers

is manipulated by AURKB. Although regulation of the majority
of effector genes is attenuated by EHMT1/2 depletion and
AURKB expression (Dataset S2), regulation of FKBP5 is un-
changed (Fig. 6D). Thus, the overexpression of AURKB in re-
sistant patients causes resistance by both blunting regulation of
effector genes and allowing full regulation of key buffer genes.
Conversely, inhibition of AURKB enhances GC cytotoxicity by
enhancing regulation of effector genes while leaving FKBP5
regulation unchanged (Fig. 6E). Thus, measuring the contribu-
tion of each gene to GC-induced cell death helps us understand
how overexpression of AURKB, which only affects select genes,
is both a potent source of resistance and an excellent target
for inhibition.

Enhancing GC Sensitivity of B-ALL by Modulating the Activity of
Transcriptional Coregulators. A number of different GR coregulators
have been shown to help GR regulate genes in heterologous cell
lines in addition to EHMT1/2-CBX3. These include CBP/P300,
CARM1, HIC-5, UBC9 (UBE2l), and NCOA2 (33, 63, 64). Of
these, only NCOA2 contributed to dex-induced cell death in
B-ALL cells. The others either did not affect GC-induced cell
death or significantly restrained dex cytotoxicity. Thus, although
each of these coregulators might be expected to facilitate GR-
induced cell death, our genome-wide shRNA screen delineated
which coregulators actually affect GC sensitivity of NALM6 cells,
allowing us to focus on EHMT1, EHMT2, and CBX3 (Fig. 1D).
Based on the screen results, modulating the expression of these and
other relevant coregulators would be predicted to enhance GC
sensitivity of B-ALL cells. Unfortunately, there is no clear path for
achieving this in a clinical setting. A more effective strategy might
be to inhibit pathways that impinge on GR coregulator activity,
thereby modulating specific biological effects of GC. Indeed, this
strategy was born from the finding that, although some GR cor-
egulators and GR itself can be mutated in resistant B-ALL (11),
neither the expression level of GR nor its coregulators seem to
be associated with resistance. This could be because the GR-
independent activity of coregulators in maintaining epigenetic
marks and chromatin state is too important to select against, such
as reflected in the large number of mRNAs that change in abun-
dance on depletion of EHMT1/2, and concomitant growth im-
pairment. Alternatively, it could be because these coregulators are,

Fig. 7. AURKB inhibitors sensitize primary B-ALL cells from relapsed patients
to GC-induced cell death. LAX7R (A) or LAX56 (B) primary human B-ALL cells
were cocultured with OP-9 feeder cells for 5 d in the presence of indicated
drugs; cell survival was determined by staining with Annexin/7-AAD. P value, a
t test; different symbols indicate P values between different groups. Values
are mean ± SD for three biological replicates and are representative of three
independent experiments. *P ≤ 0.05 for significance between combination
group and respective dex-treated groups; **P ≤ 0.01 for significance between
combination group and respective dex-treated groups; ***P ≤ 0.001 for sig-
nificance between combination group and respective dex-treated groups;
+P ≤ 0.05 for significance between dex- or AZD2811 (16 nM)-treated group
and DMSO control group;++P ≤ 0.01 for significance between dex- or
AZD2811 (16 nM)-treated group and DMSO control group; +++P ≤ 0.001 for
significance between dex- or AZD2811 (16 nM)-treated group and DMSO
control group; #P ≤ 0.05 for significance between AZD2811 + dex combination
group and AZD2811 group; ##P ≤ 0.01 for significance between AZD2811 +
dex combination group and AZD2811 group; ###P ≤ 0.001 for significance
between AZD2811 + dex combination group and AZD2811 group.
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as evidenced by their effect on dex-regulated transcription (Fig. 2),
obligate partners of GR in B cells. For example, in our previous
work, we showed that GR strongly suppresses B cell development
genes (9) and may ultimately be important in B cell specification.
As opposed to mutations and posttranslational modifications,
which can disrupt specific activities of the proteins, misexpression of
GR or its coregulators may be too disruptive to B cells.
The effect of cell cycle genes specifically on GC sensitivity sug-

gested a link between these two pathways. The activity of GR is cell
cycle dependent, being most active in G1/S but with reduced activity
in G2/M (65, 66). Although CDKs have been shown to modify GR
(67, 68), whether this accounts for the cell cycle-dependent activity
is not clear. CDK1 exhibits significantly higher expression levels in
relapsed patients and blunts GC activity according to our screen.
Inhibitors for CDK1 are under development but are generally not
specific, and they have not been as clinically effective as hoped.
Also fitting these criteria was AURKB, which we had identified in
our previous work as a modulator of GR function through phos-
phorylation of EHMT1/2 (16). Importantly, the activity of AURKB
in regulation of EHMT1/2 seems to be separate from its role
promoting cell cycle progression. Because GC regulation of gene
expression is greatly reduced during mitosis (65, 66), AURKB
regulation of GR activity is likely to be more important during
nonmitotic phases of the cell cycle. Ultimately, the enhanced GC-
induced cell death by AURKB inhibitors may result from a com-
bination of inhibition of cell cycle progression and the mecha-
nistically separate enhancement of GC-induced expression of
EHMT2/EHMT1-dependent GR target genes.

Inhibition of AURKB Sensitizes B-ALL Cells to GC-Induced Cell Death.
AURKB, by phosphorylating EHMT1/2, prevents CBX3 binding
to EHMT1/2 and CBX3 recruitment on GR binding sites asso-
ciated with EHMT1/2-dependent genes (Fig. 3A) (16). In this
manner, AURKB causes a decrease in dex regulation of cell
death effector genes while continuing to allow full regulation of
some key buffering genes (FKBP5) to strongly inhibit GC-
induced cell death. We demonstrate here that modulating reg-
ulatory posttranslational modifications of EHMT1/2 rather than
their expression (by targeting AURKB catalytic activity) sensi-
tizes B-ALL cells to GC-induced apoptosis (Figs. 6 and 7). Our
finding that AURKB is significantly overexpressed in patients
with relapsed B-ALL (Fig. 5) implicates AURKB overexpression
as a potential contributor to relapse.
Thus, we define here a role for AURKB in impeding GC-induced

cell death through its negative regulation of the GR coactivators
EHMT2/EHMT1. The use of AURKB inhibitors to enhance GC
efficacy is a potential therapeutic strategy for relapsed B-ALL. Our
findings suggest that checking for high levels of AURKB at relapse
may provide a useful diagnostic test for patients who might respond
best to combined treatment with GC and AURKB inhibitor. Al-
though AURKB inhibitors have already been extensively tested as
cell cycle-inhibiting agents in clinical trials for some cancers, they

have not been tested in combination with GC; thus, our results in-
dicate that additional cell-based and preclinical testing is warranted.

Methods
Cell culture, patient samples, immunoblot, ChIP, and real-time qRT-PCR are
described in SI Appendix, SI Methods.

Institutional Approval for Patient Samples. Bone marrow and peripheral blood
samples fromacute lymphoblastic leukemiapatientswere acquired in compliance
with the regulations and approval of the Children’s Hospital Los Angeles In-
stitutional Review Board. Informed consent for cell banking was obtained from
all human subjects, and all specimens were deidentified before use in this study.

Aggregated Processing of Affymetrix Arrays at Diagnosis and Relapse for
Childhood B-ALL. Datasets (GSE3920, GSE18497, GSE28460) (13–15) were down-
loaded from the Gene Expression Omnibus (https://www.ncbi.nlm.nih.gov/geo/)
and imported into R using GEOquery (69). Differential gene expression analysis
was performed on each separately (affy, limma, R/Bioconductor) by paired anal-
ysis of samples at diagnosis and relapse (Dataset S5). Average fold changes were
calculated, and P values from the three datasets were combined by the Fisher
method. For each gene, a multiple testing correction was applied by calculating a
q value (21). Additional information is provided in SI Appendix, SI Methods.

Next Generation shRNA Screen. The shRNA constructs for the next generation
knockdown screen were designed and synthesized as previously described (18,
19). The screen was performed largely as described (18) and previously
implemented by our group (9). The details and modifications are provided in SI
Appendix, SI Methods.

Gene Expression Analysis After Coregulator Depletion. NALM6 cells were de-
pleted of either EHMT1 or EHMT2 using lentiviral-delivered shRNAs. Libraries
made from total RNA were hybridized to Illumina HT12 v4 gene expression
microarrays and processed using R/Bioconductor. Raw intensities were processed
using the lumi package (70), and differential expression was tested using limma
(42). Additional information is provided in SI Appendix, SI Methods. Data is
deposited in the Gene Expression Omnibus (71).

Cell Death Assays. Viability of cell lines after dex and AZD2811 treatments was
measured with Presto Blue Assay Reagent (Life Technologies). Although
treatment with kinase inhibitor alone reduced cell survival (usually by less
than 25%), survival for these samples was set to 100%, and samples treated
with kinase inhibitor plus dex were normalized to the samples treated with
kinase inhibitor alone; this data treatment shows more clearly the effect of
the kinase inhibitor on dex sensitivity of the cells.

For patient samples, apoptosis from treatment was assessed using the PE
Annexin V Apoptosis Detection Kit with 7-AAD.
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