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T he primary objective of this editorial is to intro-
duce what we believe to be the next wave of tech-
nology poised to revolutionize neurosurgical care 

and knowledge (all subspecialties of neurosurgery) as we 
currently understand it—the development of extended 
specialty-focused large language models (LLMs) in medi-
cine. We describe AtlasGPT, an LLM based on reliable 
peer-reviewed neurosurgery-specific data sources.

Over the past 5 years, artificial intelligence (AI), accel-
erated dramatically by the advent of ChatGPT and GPT-4, 
has emerged as a mainstream force at the forefront of in-
novation, with applications relevant across industries.1–12 
Although the prowess of LLMs such as ChatGPT and 
GPT-4 is undeniably impressive, these algorithms are op-
timized to plausibly complete language patterns, not serve 
as databases of trustworthy information. 

Scientists and specialists alike are actively pushing the 
boundaries of these technologies to solve complex prob-
lems that challenge the world’s most foremost experts 
in their respective fields,1,9,10 and the field of neurosur-
gery stands as no exception to this transformative trend. 
Whether it is striving to successfully pass neurosurgical 
boards or streamlining modern workflows, AI has already 
begun to revolutionize modern-day medicine.1,9,10

As evident from the numerous recent publications fo-
cused on LLMs within the realms of medicine and neuro-
surgery, generative pretraining transformer (GPT) models 
have showcased remarkable capabilities.1,5, 6, 9–12 Neverthe-
less, considering the intricacy and technical nature of neu-
rosurgical knowledge and decision-making, the credibility 
of sources used by GPT models and the imperative for 

them to return precise answers devoid of any error take on 
paramount significance.1,5, 6, 9–12

In light of this need, we have extended the application 
of ChatGPT and other GPT models by introducing an in-
novative modification specifically tailored to cater to the 
needs of neurosurgeons—AtlasGPT. This newly proposed 
cutting-edge adaptation, created with a specialized train-
ing regimen, provides neurosurgeons with incredibly ac-
curate answers to their prompts and questions.

AtlasGPT uses cutting-edge retrieval-augmented gen-
eration (RAG) techniques to mitigate risks and ensure the 
highest standards of output.13,14 These models, notable for 
their dual-process architecture, combine the generative 
strength of LLMs with an external data retrieval mech-
anism. This approach is rapidly gaining popularity as a 
result of its ability to integrate up-to-date and relevant in-
formation from external sources into its responses. By do-
ing so, RAG models enhance the accuracy and relevance 
of generated content, which addresses a key limitation of 
traditional LLMs. RAG architecture introduces a pivotal 
filtering and ranking step in the initial query—the retriev-
al step (Fig. 1).13,14 

Upon receiving any prompt, the model initiates a pro-
cess to source and retrieve pertinent data and sources, 
predetermined during the training phase of model de-
velopment. After retrieving relevant articles, passages, or 
partitions from a large, predefined language corpus, the 
model integrates the information with the user’s initial 
prompt.13,14 This collaborative approach provides the GPT 
model with sufficient context to deliver a truthful and ac-
curate answer. In addition, the complexity and tone of the 

©AANS 2024, except where prohibited by US copyright law



Editorial

J Neurosurg February 27, 20242

response can be adjusted according to the level of medical 
knowledge of the user or target audience; options include 
patient, medical student, resident, and practicing neurosur-
geon styles. 

The implementation architecture can be scaled and 
integrated easily. Two bespoke integrations have already 
been completed using the representational state transfer 
architectural style application programming interface 
(REST API) of the platform. Automated ingestion pipe-
lines are also in place to ensure that AtlasGPT remains up 
to date and relevant over time. 

AtlasGPT places significant emphasis on the retrieval 
step and extensively leverages pretrained neurosurgical lit-
erature, encompassing sources such as the Journal of Neu-
rosurgery, The Neurosurgical Atlas, and various peer-re-
viewed neurosurgical publications. As of December 2023, 
AtlasGPT had undergone training using 250,000 pages of 
meticulously selected peer-reviewed neurosurgical arti-
cles. This careful curation is aimed at streamlining and fa-
cilitating the production of reliable outputs that align with 
the exacting standards set by the world’s leading neurosur-
gical journals. The potential uses for such a highly special-
ized and expansive language model are virtually limitless; 
select applications of AtlasGPT are listed in Table 1, and 
we present an example query and response from AtlasGPT 
in Fig. 2 to show its potential applications. AtlasGPT will 
continue to evolve with time to include image recognition 
and other applications of computer vision. In addition, its 
knowledge base will continue to increase, further expand-
ing its capabilities for transforming neurosurgery.

As Sir Francis Bacon noted, “ipsa scientia potestas est” 
(“knowledge itself is power”). However, with the advent of 
AtlasGPT we could rephrase this quote as “scientia acces-
sibilis est potentia accessibilis” (“accessible knowledge is 
accessible power”). AI LLMs such as AtlasGPT are open-
ing up a future in which vast amounts of knowledge can 
be shared by creative minds for better neurosurgical care.

We hope that you share our enthusiasm for AtlasGPT 
and its potential to facilitate the acquisition of new knowl-
edge to enable you to provide the best possible care for 
your patients. 
https://thejns.org/doi/abs/10.3171/2024.2.JNS232997

FIG. 1. Schematic of selective RAG of AtlasGPT for improving the accuracy and validity of LLM responses.

TABLE 1. Select applications for AtlasGPT

Creation of management strategies for complex patient cases using 
evidence-based management algorithms with peer-reviewed refer-
ences
Procedural guidance for highly technical operations, with procedure 
steps, key considerations, and decision-making insights with relevant 
literature references for procedural preparation
Intraoperative queries to surgical questions related to patient position-
ing, anatomical considerations, or specific steps of a procedure
Decision-making for surgery, including decision-making processes 
and recommendations for evidence-based approaches to determine 
surgical candidacy
Literature sourcing for complex cases to inform management deci-
sions, especially for rare or challenging patient cases not commonly 
encountered
Generation of customized patient-specific educational materials that 
explain complex neurosurgical conditions and procedures in layman’s 
terms
Research acceleration via its ability to sift through vast amounts of 
literature quickly, identify gaps in the current knowledge base, and 
suggest potential areas for new research
Data synthesis and meta-analysis assistance by synthesizing data 
from various studies, facilitating meta-analyses, and summarizing 
findings in neurosurgery
Grant writing assistance by providing relevant background information 
and data analysis and aligning with funding agency priorities
Collaborative research assistance using the creation of platforms for 
collaboration in which neurosurgeons worldwide could discuss specific 
cases and share knowledge
Predictive analysis with given patient data to predict outcomes of 
surgical procedures and help in preoperative planning to improve the 
probability of better outcomes
Interdisciplinary integration by serving as a bridge to integrate neuro-
surgery with other fields such as bioengineering, pharmacology, and 
cognitive science
Publication drafting assistance with writing and formatting research 
papers, abstracts, and presentations, saving valuable time for 
researchers
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