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A B S T R A C T

Orthotropic steel bridge decks (OSD) are widely acclaimed for their lightweight, high load-carrying capacity, and 
adaptability, making them a popular choice in steel structure bridges. However, the complex nature of their 
structure makes them susceptible to fatigue cracking, posing significant safety concerns. To address the issues 
above, this study employs a robot equipped with an ultrasonic phased array probe to automate the detection of 
internal cracks within Orthotropic Steel Decks (OSD). A Deep Convolutional Generative Adversarial Network 
(DCGAN) is utilized to augment the training dataset of Phased Array Ultrasonic Testing (PAUT) images. The 
YOLO series algorithms are applied and compared for crack localization, with YOLO v7-tiny exhibiting the 
highest accuracy and speed. Integrating attention mechanisms into the YOLO v7-tiny algorithm to facilliate rapid 
and high-precision crack detection. Analyzing the echo region with an echo intensity bar enabled the identifi
cation of crack depth, with an identification error within 5%.

1. Introduction

The orthotropic steel deck (OSD) is a favored structural type in long- 
span bridge design, known for its lightweight nature and high load- 
carrying capacity (Karimi and Mirza, 2023) (Liu et al., 2021). Howev
er, the presence of fatigue cracks at connection sites, attributed to cyclic 
vehicle loading and manufacturing defects, poses a significant global 
concern (Shao et al., 2013) (Fisher and Barsom, 2016) (Cao et al., 2019) 
(Zhu et al., 2020). These cracks can compromise bridge safety and 
structural integrity (Zhang et al., 2015). To ensure the safety and 
longevity of bridge structures, advanced technologies are essential for 
efficient and accurate identification and evaluation of fatigue cracks.

Traditional inspection techniques like visual, penetration, and 
magnetic particle methods face challenges in assessing complex ortho
tropic steel deck (OSD) structures (Thomas, 1995). Ultrasonic testing, a 
prevalent method for fatigue crack detection (Regazzi et al., 2014) 
(Bernasconi et al., 2016), is often time-consuming and may overlook 
minor cracks (Cheng et al., 2017) (Cui et al., 2018). To address these 
issues, Phased Array Ultrasonic Testing (PAUT) has been developed as 
an advanced technique with high accuracy in detecting fatigue cracks 

(Kainuma et al., 2017) (Bernasconi et al., 2022). PAUT utilizes multiple 
individually controllable elements to generate adjustable beam angles 
and focal distances, enhancing its scanning and detection capabilities for 
NDT non-destructive testing (NDT) (McNab and Campbell, 1987). 
Initially used in medical imaging (Havlice and Taenzer, 1979), PAUT 
has since been applied to concrete structures (Azar and Wooh, 1999) and 
has expanded into the engineering field. Recent research has integrated 
PAUT with neural network technology (Yang et al., 2013) and object 
detection techniques (Tunukovic et al., 2024), further advancing its 
applications.

PAUT is a versatile method that uses multiple individually control
lable elements to create custom beam angles and focal distances, 
enhancing imaging capabilities for complex structures (Taheri and 
Hassen, 2019). It’s particularly effective for crack depth identification 
(Wang et al., 2024) and offers benefits over other depth identification 
methods like liquid penetration testing (LPT) (Manikandan et al., 2021), 
magnetic particle testing (MPT) (Li et al., 2020), and eddy current 
testing (ECT) (Meng et al., 2021), such as portability, speed, accuracy, 
and automation (Chen et al., 2024). The advent of deep learning (LeCun 
et al., 2015), especially Convolutional Neural Networks (CNNs), has 
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significantly improved performance in various engineering areas (Pak 
and Kim, 2017), including crack detection (Cha et al., 2017), fatigue 
crack detection (Zhang et al., 2021), and crack depth identification 
(Laxman et al., 2023). Techniques like wavelet packet transform 
(Chenglong et al., 2016) and wavelet coefficients (Meng et al., 2017) 
have also been used to improve detection efficiency.

While deep learning combined with PAUT has been widely applied in 
crack detection and depth identification (Munir et al., 2019) (Cruz et al., 
2017) (Medak et al., 2021), most research still uses a two-stage process 
(Soviany and Ionescu, 2018). This study introduces a one-stage method 
that integrates region proposal and object detection within a single 
neural network, streamlining the process, reducing computational 
complexity, and improving real-time performance and accuracy, 
particularly for small and overlapping cracks. This approach is 
straightforward to implement, potentially enhancing crack detection in 
steel bridge decks, advancing automated inspection technology, and 
fulfilling field detection requirements.

Despite the growth in datasets for fatigue cracks (Bianchi and Heb
don, 2022), PAUT datasets are still not sufficiently diverse, necessitating 
data augmentation (Uhlig et al., 2023). PAUT, a prevalent C-scan 
method, can apply 2D image augmentation to its scans (Shorten and 
Khoshgoftaar, 2019). While the finite element method can create syn
thetic ultrasonic data (Liu et al., 2002), its use in C-scans is limited. 
GANs, when used wisely, can produce larger datasets (Sekar and Peru
mal, 2022). GANs have been successful in image style transfer (Zhu 
et al., 2017), restoration (Liu et al., 2018), and generation (Tian et al., 
2021). They are widely used for ultrasonic image generation and pro
cessing (Zhang et al., 2018; Nair et al., 2019), including B-scan 
(Posilović et al., 2022), TOFD (Jiang et al., 2024), and PAUT images 
(Molinier et al., 2023). DCGAN, a GAN variant, is also popular for 
dataset creation (Song et al., 2024). It improves efficiency over Pix2Pix 
GANs (Isola et al., 2017) by replacing pooling layers with strided con
volutions, removing fully connected layers, and adding batch normali
zation. DCGAN is frequently used in engineering to generate crack 
images (Pei et al., 2021) (Padhi et al., 2022), but its use in PAUT images 
is less common. This paper uses DCGAN to address the shortage of PAUT 
crack images, optimizing the hyperparameter num_g_updates for 
balanced training and stable, quick image generation.

This paper introduces a deep learning-based method for the auto
mated detection of fatigue cracks in orthotropic steel bridge decks, 
crucial for preventing structural damage and ensuring bridge safety. The 
method combines region proposal and object detection within a unified 
neural network, using the YOLO series algorithms for efficient, single- 
stage detection suitable for real-time field use. By incorporating the 
echo characteristics of crack regions, it intelligently identifies crack 
depth, improving the detection of small and overlapping cracks. This 
approach automates PAUT data analysis, reducing reliance on inspector 
expertise for more efficient and accurate evaluations. Experiments show 
that the method’s accuracy is within a 5% relative error compared to 
Time Of Flight Diffraction (TOFT) tests. The research contributes a novel 
one-stage detection method, enhancing bridge structure safety and 
longevity.

The remainder of the paper is organized as follows. Section 2 de
scribes the background bridge and detection equipment composed of a 
Phased Array Ultrasonic Probe and inspection robot. Section 3 proposes 
a DCGAN model to generate new images in PAUT form. Section 4
compares different YOLO-series model performances with attention 
mechanisms and explains in detail the implementation process of fatigue 
crack depth identification and subsequent result correction. Finally, 
Section 5 includes the conclusion and references cited throughout the 
paper.

2. Overview

With the increase in service time, under cyclic loading, cracks at the 
welds, U-ribs, and other positions of the orthotropic steel bridge deck are 

inevitable. The propagation of cracks will inevitably affect the service 
performance and lifespan of the structure, and in severe cases, can lead 
to loss of life and property.

To achieve rapid and high-precision detection of internal cracks, an 
automated inspection robot has been developed, which, in conjunction 
with ultrasonic phased array technology, enables unmanned scanning of 
internal cracks in OSD. The Deep Convolutional Generative Adversarial 
Network (DCGAN) is utilized to augment the PAUT crack images, while 
the YOLO series of algorithms is employed for crack localization and 
depth detection. The aforementioned equipment and algorithms facili
tate high-precision localization and identification of cracks in dark en
vironments and areas that are challenging for inspectors to reach. Fig. 1
shows the flowchart of the proposed method.

2.1. Bridge description

Yichang Yangtze River Highway Bridge has a total span of 1188 m 
and a main span of 960 m, making it a double-tower steel box girder 
suspension bridge. The bridge’s cross-section is in the shape of a fish fin 
steel box, with the top plate of the steel box girder designed to incor
porate additional short ribs, thereby forming an orthotropic steel deck 
(OSD). This bridge was initially constructed in 1997 and was put into 
operation in 2001. To date, it has been in service for over two decades. 
Fig. 2 shows the arrangement of the bridge.

2.2. Crack detection method

2.2.1. PAUT method
To address the research gap and the scarcity of publicly available 

datasets specifically designed for OSD, the authors of this study per
formed data collection during the maintenance period of the Yichang 
Yangtze River Highway Bridge. This study utilized Phased Array Ultra
sonic Testing (PAUT) to conduct fatigue crack detection and establish a 
comprehensive dataset. Simultaneously, Time-of-Flight Diffraction 
(TOFD) technology was employed on-site for fatigue crack detection. 
TOFD is a sensitive and accurate method for nondestructive testing of 
welds, calculating crack depth by measuring pulse travel time and 
applying trigonometry. Based on the TOFD inspection results, the PAUT 
data collection primarily focused on the connection between the steel 
box girder’s top deck and longitudinal ribs.

It is worth noting that the orthotropic steel bridge deck commonly 
exhibits four distinctive types of fatigue cracks: crack_a, crack_b, crack_c, 
and crack_d, as illustrated in Fig. 3, with the weld joint between the U- 
rib and the top deck being particularly prone to fatigue-related damage 
(Wang et al., 2019).

During the data collection process, meticulous attention was given to 
the selection of appropriate detection parameters, ensuring the efficacy 
and accuracy of the ultrasonic phased array technique. Table 1 provides 
a comprehensive overview of the experimental parameters employed for 
the ultrasonic testing setup.

2.2.2. Detection robot
Although the orthotropic steel deck (OSD) structural system endows 

the structure with superior mechanical properties, it also inevitably 
leads to the generation of a large number of welds. These welds are 
highly susceptible to fatigue cracking during the bridge’s service life, 
posing a significant threat to the safety of bridge operations. However, 
the interior environment of the steel box girder is dark, making it 
difficult for maintenance personnel to operate. Traditional image-based 
crack detection methods have low accuracy. Therefore, a method for 
rapid crack detection in bridge structures is proposed, this method in
volves the use of an intelligent inspection robot equipped with an ul
trasonic phased array probe. Fig. 4 illustrates the structure of the 
inspection robot. The U-rib design of the OSD structure is compact, with 
a central spacing of only 600 mm. Therefore, the robot’s locomotion 
system employs a meticulously designed electromagnetic adhesion 
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mechanism to ensure stable movement of the robot on the U-ribs of the 
OSD structure. The operation of the electromagnetic coils, which in
volves on-power adhesion and off-power release, enables the robot to 
advance in a “creeping” motion similar to that of living organisms. This 

mode of movement is highly suitable for complex and confined envi
ronments within bridge structures.

In Fig. 4(b), the robot features a running system and a probe-holding 
system. As it advances, the electromagnet group 2 demagnetizes and 

Fig. 1. Flowchart of the proposed framework using automatic detection equipment and deep learning algorithms.

Fig. 2. The layout of spans and the cross-section of the main girder.
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shifts forward along the rod. Then, group 2 magnetizes, and groups 1 
and 3 are powered off, with the motor propelling groups 1 and 3 forward 
along the rod. The probe moves forward and backward along the motion 
axis. Adjusting the screw height alters the elevation of the probe. In an 
enclosed environment, the robot establishes a connection with external 
systems via Bluetooth, facilitating remote control capabilities.

Fig. 4(c) illustrates the detection range of the inspection robot. The 

inspection area includes the u-rib side wall above the probe, the com
plete top plate, and the diaphragm. By moving along the guide shaft, the 
probe constructs a V-shaped scanning area, and then by moving along 
the scan shaft, the V-shaped area moves transversely, achieving full 
coverage of the top plate and the diaphragm.

2.2.3. Crack distributions
We analyzed the crack patterns from location (a) to (d) based on 

multiple on-site inspection images, with the typical crack distributions 
at different locations illustrated in Fig. 5. Among these, weld toe 
cracking along the U-rib exhibits the least crack development; weld heel 
cracking along the weld seam is the next in severity; weld toe cracking 
along the top plate typically features two relatively deep cracks; whereas 
weld heel cracking along the top plate presents a single crack with sig
nificant depth and width. Ordered by severity of cracking, from the most 
to the least severe: crack_d > crack_c > crack_a > crack_b.

Fig. 3. Common forms of fatigue cracks.

Table 1 
Experimental parameters for ultrasonic testing setup.

Parameters Values Parameters Values

Probe Model 5L16-0.6×10-A10-P-2.5- 
OM

Probe Frequency 5MHz

Probe Type Linear Array Probe Fan Scan Angle 42◦–72◦

Frequency 5 MHz Pulse Repetition 
Rate

1000

Chip Number 16 Detection Medium Carbon 
Steel

Wafer 
Spacing

0.6 Material Sound 
Speed

5900 m/s

Wafer Width 10 Wedge Model SA10-N55S

Fig. 4. Crack detection equipment: (a) Inspection robot; (b) Schematic diagram of robotic components; (c) inspection range of the robot; and (d) on-site inspection.

Fig. 5. Typical pattern of the crack distribution of OSDs.
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3. Deep Convolutional Generative Adversarial Network 
(DCGAN)

3.1. Structure of the DCGAN

The DCGAN model includes a generator and a discriminator. Both 
the generator and discriminator are composed of DCNNs. The archi
tecture of the DCGAN is shown in Fig. 6. Both the generator and the 
discriminator have abandoned the traditional pooling layers used in 
CNN. The discriminator retains the overall architecture of the CNN, 
while the generator replaces the convolutional layers with transposed 
convolutional layers. Batch Normalization (BN) layers are utilized sub
sequent to each layer in both the discriminator and the generator of the 
DCGAN framework. This practice aids in addressing training issues 
stemming from poor initialization, accelerates the convergence process, 
and mitigates the risk of overfitting. In the generator, ReLU activation is 
used in all layers except for the output layer, which uses the Tanh 
function. The discriminator applies Leaky ReLU across all layers to avoid 
gradient vanishing. To prevent mode collapse, we have defined the 
hyperparameter num_g_updates to mitigate the instability in training 
that may arise from an overly dominant G or D. Introducing additional 
stochastic noise aids the generator in evading entrapment within spe
cific patterns, thereby enhancing the model’s capacity to generate a 
diverse array of images.

3.2. Hyper-parameters

The DCGAN is designed to generate images in the size of 256 × 256, 
with a kernel size of 4 × 4. After multiple training and validation ses
sions, the input_dim is set to 100, the output_dim is set to 1, and the 
channels is set to 3. To prevent either the generator or the discriminator 
from becoming arbitrarily dominant, the parameter num_g_updates was 
set, such that for every iteration of discriminator training, the generator 
is trained multiple times, which enables DCGAN to converge quickly 
with a small number of epochs. This parameter is established at a value 
of 12 and Adam is used as the optimizer. The main parameters of the 
DCGAN model are shown in Table 2. The DCGAN employs binary cross- 
entropy as the loss function.

3.3. Image generation and evaluation

In light of the presence of multiple features such as scanned areas, 
un-scanned areas, and scanning lines in each PAUT image, we have 
extracted each crack from the scanned images into individual pictures. 
This approach ensures that each resulting image contains only the crack 
and the background. This will enable the model to focus more on the 
characteristics of the cracks rather than dealing with the complexity of 
multiple cracks simultaneously. Additionally, this method allows for a 
more direct assessment of the quality of the generated images. The 
training set was partitioned into 2776 crack images and 1000 noise 
images, with each crack image being rotated three times (Guo et al., 
2022). After establishing and segmenting the dataset for the DCGAN 
model, as well as adjusting the parameters, the DCGAN model is trained. 
Furthermore, four images are generated every 10 epochs. By analyzing 
the generated images, it is observed that before 50 epochs, the images 
consisted of randomly scattered color blocks. Subsequently, there is a 
significant improvement in image quality. After 100 epochs, the image 
quality approaches that of real images. As iteration progresses, the 
generated images increasingly resemble reality and demonstrate 
enhanced diversity. The training process of the DCGAN is depicted in 
Fig. 7.

To evaluate the model performance and image quality, IS (Inception 
Score) and FID (Fréchet Inception Distance) are utilized. Inception Score 
(IS) is a scoring method based on the Inception network (a pre-trained 
image classifier), which is used to measure the diversity of generated 
images and the accuracy of classification. The higher the value of IS, the 

better the quality of the generated image. As shown in Eq. (1). 

IS= eEx∼Pg [KL(P(y|x)‖P(y))] (1) 

Where KL represents Kullback Leibler divergence, an indicator to mea
sure the difference between two probability distributions, PM(y|x) is the 
category distribution predicted by Inception network for the given 
image x, P(y) is the uniform distribution of the generated image on all 
categories in the ideal case, and E represents the expected value, that is, 
the average value of KL divergence is calculated for all generated im
ages.

Fréchet Inception Distance (FID) is an evaluation method of feature 
space distance based on the Inception network, which is used to measure 
the gap between the generated image and the real image. The lower the 
FID value, the closer the generated image is to the real image. As shown 
in Eq. (2). 

FID(r, g)=
⃦
⃦μr − μg

⃦
⃦2

+ Tr

(

Cr +Cg − 2
(
CrCg

)1
2

)

(2) 

Where r means real and g means generated, μ denotes the mean value, C 
represents the covariance, and T represents represents the sum of the 
elements on the diagonal of the matrix.

Fig. 8 illustrates the model performance based on IS and FID scores. 
As the training iterations increase, the Inception Score (IS) gradually 
rises, reaching around 40 at 200 epochs. Subsequently, the IS value 
tends to stabilize around 40, with a maximum value of 41.27, indicating 
that the images generated by the DCGAN exhibit diversity. The Fréchet 
Inception Distance (FID) plummets before 100 epochs and then de
creases slowly, eventually stabilizing at 200 epochs, with a minimum 
value of 7.03. This value suggests that the generated images closely 
resemble real images.

4. Crack identification by YOLO

This paper addresses the need for rapid on-site detection within the 
constraints of mobile device performance by employing a single-stage 
detection method. The SSD algorithm, while popular, has shown limi
tations with small objects (Jiao et al., 2019). Thus, we opt for the YOLO 
algorithm to ensure efficient and accurate detection. Incorporating 
negative samples during training enables the model to learn to 
discriminate between relevant fatigue crack regions and irrelevant 
features.

4.1. YOLO series algorithm

4.1.1. YOLOv7-tiny
YOLO is an acronym for the You Only Look Once target detection 

algorithm (Wang et al., 2023). To surmount the computational limita
tions of mobile devices for fatigue crack detection, the model must be 
streamlined by minimizing parameter count and computational load. 
The YOLOv5s model, a compact iteration of the YOLOv5 series, in
corporates the CSP-DarkNet framework and integrates a Path Aggrega
tion Network (PANet) to optimize feature fusion. YOLOv7 employs 
several specialized techniques for real-time object detection, such as 
cross-layer connections and multi-scale prediction, to ensure swift and 
accurate object detection (Gallo et al., 2023). Additionally, the 
YOLOv7-tiny model, designed for common GPUs and noted for its rapid 
average-case execution, is a lightweight adaptation within the YOLOv7 
suite. This model adopts the leaky Rectified Linear Unit (ReLU) activa
tion function, as expressed in Eq. (3) (Bochkovskiy et al., 2020), while 
the YOLOv7 model employs the SiLU (Sigmoid Linear Unit) activation 
function, as delineated in Eq. (4) (Elfwing et al., 2018), for analogous 
purposes. 

f(x)=
{

x, x ≥ 0
negative slope • x,otherwise (3) 
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Fig. 6. DCGAN model: (a) overall structure of the DCGAN model; (b) structure of the generator; and (c) structure of the discriminator.
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where negative slope is a small constant (In this paper, the value is 0.01). 

f(x)= x⋅
1

1 + e− x (4) 

Although not as accurate as two-stage methods like Fast R-CNN (Ren 
et al., 2016), the YOLOv7-tiny model boasts fewer parameters and 
higher detection efficiency, which is desirable in the application (Yuhas 
and Easwaran, 2022). Fig. 9 illustrates the neural network architecture 
of the YOLOv7-tiny model.

4.2. Training and evaluation

The training process of the YOLOv7-tiny model is composed of the 
following key components.

4.2.1. Dataset partition
The data set is randomly partitioned into three distinct subsets, 

namely the training, validation, and test sets, adhering to the ratio of 
6:2:2 (Rácz et al., 2021). The training set functions to update the model 
parameters, while the validation set is employed to supervise the 
training progress and optimize the hyperparameters. On the other hand, 
the test collection is used to evaluate the model performance on novel 
data instances that the model has not encountered before. Fig. 10 shows 
the annotation schematic and data set partition.

Randomly partitioning the dataset is essential for the model’s ability 
to generalize effectively to novel data and to attain peak performance. 

This method prevents biases in the training, validation, and test subsets 
that could adversely affect the model’s accuracy. Consequently, the 
random division of the dataset is a key element in the training process 
and significantly influences the YOLOv7 model’s effectiveness in iden
tifying fatigue cracks within orthotropic bridge decks.

4.2.2. Loss function
The loss function is adjusted to minimize the difference between the 

predicted bounding boxes and the ground truth labels. Given the high 
variance in the size and shape of fatigue cracks, the YOLOv7 model uses 
the loss function consisting of three components: coordinate loss, object 
confidence loss, and class loss (Zheng et al., 2022). 

Table 2 
Parameters of the DCGAN model.

Parameter Value Meaning

input_dim 100 generator input dimension
Output_dim 1 discriminator output dimension
epoch 600 Training cycling number
channels 3 color channels (R, G, B)
g_lr 0.0002 learning rate of generator
d_lr 0.0005 learning rate of discriminator
batach_size 32 the size of a batch
num_g_updates 12 number of generator updates
Adam_Beta1 0.5 Parameter for the Adam optimizer

Fig. 7. The training process of the DCGAN model.

Fig. 8. The DCGAN model performance based on IS and FID scores.
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Fig. 9. Neural network structure diagram of YOLOv7-tiny model.

Fig. 10. Annotations and partition of the data set.
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1. Coordinate Loss (CIoU Loss)

Loss=1 − CIoU (5) 

Where: 

CIoU=
inter area

union area − inter area
(6) 

With: 

inter area=min (ωgt,ωp) × min
(
hgt , hp) (7) 

unionarea =ωgt × hgt + ωp × hp − inter area (8) 

Where ωgt, hgt are the width and height of the ground truth bounding 
box, ωp and hp are the width and height of the predicted bounding box. 

2. Object Confidence Loss (Binary Cross-Entropy)

Loss= −
[
yobj log

(
pobj)+

(
1 − yobj)log

(
1 − pobj)] (9) 

where yobj is the binary indicator for whether an object is present in the 
grid cell, and pobj is the predicted object confidence score. 

3. Class Loss (Binary Cross-Entropy)

Loss= −
∑C

c=1
yc log(pc)+ (1 − yc)log(1 − pc) (10) 

where C is the number of classes, yc is the binary indicator for the 
presence of the true class, and pc is the predicted class probability.

4.2.3. Training parameters
To optimize performance in detecting fatigue cracks in orthotropic 

steel bridge deck panels with the YOLOv7 model, this study rigorously 
tuned the hyperparameters detailed in Table 2. These parameters 
include the learning rate, batch size, weight decay, and momentum. Two 
optimizers are compared: SGD (Robbins and Monro, 1951) with a 
learning rate of 0.01, and Adam (Kingma and Ba, 2014) with a learning 
rate of 0.001. Adam, known for its adaptive learning rates, has typically 
surpassed SGD in performance across various models, as noted in prior 
research (Zhang et al., 2019). Through an exhaustive grid search 
(Liashchynskyi and Liashchynskyi, 2019), a weight decay of 0.0005 and 
momentum of 0.937 are identified as optimal, enhancing both the 
model’s accuracy and efficiency. Furthermore, advanced data augmen
tation techniques, including random cropping, flipping, and rotation, 
are extensively utilized to expand the dataset and bolster the model’s 
generalization capabilities. Table 3 shows the training parameters.

During the training process, the model performance is evaluated 
using the mean Average Precision (mAP) metric, which factors in the 
precision, recall, and confidence scores of the model’s predicted 
bounding boxes. The training process entails partitioning the dataset 
into distinct subsets for training, validation, and testing. It also involves 
fine-tuning the loss function, optimizing hyperparameters, and assessing 
the model’s accuracy via the mAP. These methodical steps are para
mount in enhancing the model’s capacity to accurately detect fatigue 
cracks in orthotropic bridge decks.

The deep learning models were trained on a VM provided by Google 

Colab. The VM was equipped with an NVIDIA A100-SXM GPU (40G) and 
12 Intel(R) Xeon(R) CPUs (2.20 GHz). The PyTorch version used was 
1.13.1+cu116. The training environment proved to be well-suited for 
the conducted experiments, providing reliable computing capabilities 
for training the deep learning models.

4.2.4. Model evaluation
Performance evaluation is a critical step in developing an intelligent 

identification model. The metrics used in performance evaluation 
determine how well the model can detect and classify crack types 
(Badithela et al., 2022). The following metrics are commonly used in 
evaluating the performance of object detection models:

Precision and Recall: 

Precision=
TP

TP − FP
(11) 

Recall=
FP

TP + FP
(12) 

Fβ score is a variant of F-measure that allows more weight to be given to 
either precision or recall, depending on the value of β (Fawcett, 2006) 
(Zaidi et al., 2022). It is calculated as Eq. (13): 

Fβ =
(
1+ β2) •

precision • recall
(
β2 • precision

)
+ recall

(13) 

F1 score, also known as the Balanced Score, is a specific case of F_β 
score where β = 1 as Eq. (14), which means that precision and recall are 
given equal weight: 

F1 =2 •
precision • recall
precision + recall

(14) 

Intersection over Union (IoU) and mean Average Precision(mAP): 
IoU measures the overlap between the predicted bounding boxes and the 
ground truth bounding boxes (Fawcett, 2006). It is calculated as Eq. 
(15): 

IoU=
Area of Intersection

Area of Union
(15) 

Mean Average Precision (mAP) is a prevalent metric for assessing 
performance in object detection tasks. This manuscript employs 
mAP@0.5:0.95 as the evaluation criterion, which is derived by aver
aging the mAP values across Intersection over Union (IoU) thresholds 
ranging from 0.5 to 0.95 in increments of 0.05, as articulated in Eq. (16): 

mAP@0.5 : 0.95=
1
11

∑0.95

t=0.5
mAPt (16) 

During the process of training an intelligent identification model for 
fatigue cracks in orthotropic steel bridge decks, we employed the 
YOLOv7 and YOLOv7-tiny models with Adam and SGD optimizers, 
respectively, on a previously established dataset of ultrasonic phased 
array detection results. To assess the effectiveness of the approach, 
various metrics, including precision, recall, F1 score, and 
mAP@0.5:0.95, were computed for both the training and testing phases. 
Table 4 illustrates the model performance of different YOLO algorithms.

The YOLOv7-tiny model’s results are superior in terms of precision, 
indicating a lower rate of false positives. It also excels in recall, effec
tively identifying a wide range of true positives. The model’s highest F1 
score reflects a balanced performance between precision and recall.

Table 3 
Parameters of the YOLO model.

Parameters Values Parameters Values

Optimizer Adam Learning rate 0.001
Momentum 0.937 Weight decay 0.0005
Batch size 32 Image size 640*640
Epoch 300 Pretrained MS COCO

Table 4 
Model performance of the YOLO algorithms.

Model Precision Recall F1 score mAP@0.5:0.95

YOLO v7 89.62% 80.14% 0.85 56.18%
YOLO v7-tiny 90.64% 89.36% 0.90 56.57%
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When these models are deployed on mobile devices, significant 
variations in identification speeds are noted. For instance, YOLOv7 ne
cessitates approximately 300 ms to process a single image on an M1 
chip. In contrast, YOLOv7-tiny accomplishes the task in merely 50 ms. 
This discrepancy culminates in a sixfold disparity in identification ve
locity between YOLOv7-tiny and the other models. Consequently, the 
more efficient YOLOv7-tiny model is favored for detection tasks.

Fig. 11 presents the experimental outcomes utilizing the YOLOv7- 
tiny model for identification. Fig. 11 (d) illustrates the echo intensity 
bar, which increases in intensity from left to right. This study empirically 
determines a 40% echo intensity threshold for identifying fatigue cracks. 
The region of the bar associated with fatigue cracks corresponds to the 
colors beyond the yellow marker on the right. Fig. 11 (a) to Fig. 11 (c) 
confirm the model’s effective detection of multiple fatigue cracks, with 
labels on the bounding boxes indicating crack followed by a numerical 
confidence level, signifying the likelihood of the region being a fatigue 
crack.

Overall, the YOLOv7-tiny model achieves higher recall without 
compromising the precision and mAP@0.5:0.95 values, as it can be a 
suitable option for fatigue crack identification in orthotropic steel bridge 
deck panels.

4.2.5. Attention mechanism
The attention mechanism in deep learning allows models to focus on 

salient input features while filtering out the irrelevant ones. In the 
context of the fatigue crack identification model, several attention 
mechanisms are integrated to boost effectiveness. The Convolutional 
Block Attention Module (CBAM) (Woo et al., 2018) sequentially refines 
attention maps across channel and spatial dimensions, enhancing 
feature representation. Coordinate Attention (CA) (Hou et al., 2021), 
meanwhile, integrates positional information into channel attention to 
emphasize crucial spatial areas. Additionally, Omni-Dimensional Dy
namic Convolution (ODDC) (Li et al., 2022) utilizes a multi-dimensional 
attention mechanism across convolutional kernels to achieve superior 
feature representation. These attention mechanisms collectively 
improve the model’s performance, rendering it highly beneficial for 
fatigue crack identification tasks. Fig. 12 illustrates the structure of 
attention mechanisms.

As shown in Fig. 12 (a), the Coordinate Attention (CA) mechanism is 
composed of two key processes: incorporating coordinate information 
and creating attention maps. When integrated into the On-Surface 
Defect (OSD) fatigue crack detection model, the CA mechanism pro
cesses the Phased Array Ultrasonic Testing (PAUT) images to produce 
attention maps for both horizontal and vertical orientations. These maps 

Fig. 11. Fatigue crack identification results using YOLOv7-tiny model: (a) identification results 1; (b) identification results 2; (c) identification results 3; and (d) echo 
intensity bar.
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correspond to arrays in the form of C × 1 × W and C× H× 1. By 
weighting the original feature map with these attention maps, the model 
focuses more on features critical to identifying fatigue cracks, thereby 
improving its ability to detect cracks in PAUT images.

The CBAM attention mechanism, shown in Fig. 12 (b), is composed 
of two key parts: the Channel Attention Module (CAM) and the Spatial 
Attention Module (SAM). When incorporated into the OSD fatigue crack 
detection model, the CAM first evaluates the three color channels of 
PAUT images to find those most relevant to fatigue cracks, creating a 
feature map with enhanced importance for these channels. This map is 
then combined through a multiplication operation and sent to the SAM, 
which refines the analysis of where fatigue cracks are located within the 
images. This step-by-step process leads to the intelligent recognition of 
fatigue cracks in PAUT inspections.

Fig. 12 (c) illustrates that the ODDC attention mechanism is centered 
around dynamic convolution learning and the integration of multi- 
directional features. Within the OSD fatigue crack detection model, 
the ODDC mechanism begins by analyzing the PAUT images through 
dynamic convolution, which adaptively adjusts feature weights for a 
weighted summation. It then extracts features along various orienta
tions. The ODDC mechanism subsequently fuses these features with the 
original feature map via point-wise multiplication, focusing the model’s 
attention on fatigue crack characteristics and thereby improving its 
recognition capabilities.

To evaluate the effectiveness of attention mechanisms for fatigue 

crack detection, the YOLOv7-tiny model was augmented with CA, 
CBAM, and ODDC. As shown in Table 5, the P-R curves of different 
models are shown in Fig. 13. The integration of these mechanisms 
significantly improved the model’s detection performance.

The results demonstrate that the integration of attention mechanisms 
into the YOLOv7-tiny model can enhance its performance in detecting 
fatigue cracks. The CBAM attention mechanism effectively captures 
local information, while the ODDC attention mechanism exhibits sig
nificant recall improvements by considering the complementarity of 
attention between dimensions. However, the CA attention mechanism 
did not effectively enhance the model’s ability to detect fatigue cracks, 
mainly due to its focus on global dependent information rather than 
local information. In comparison with CA and CBAM, ODDC has 
demonstrated superior performance enhancement, with a precision of 
95.56%, which is higher than the 93% accuracy of the fatigue crack 

Fig. 12. Structure of attention mechanisms: (a) CA; (b) CBAM; and (c) ODDC.

Table 5 
Model performance of the improved YOLO algorithms.

Model Precision Recall F1 score mAP@0.5:0.95

YOLO v7 89.62% 80.14% 0.85 56.18%
YOLO v7-tiny 90.64% 89.36% 0.90 56.57%
YOLO v7-tiny-CA 90.00% 89.35% 0.90 58.85%
YOLO v7-tiny-CBAM 94.07% 90.00% 0.92 61.76%
YOLO v7-tiny-ODDC 95.56% 92.18% 0.94 62.92%
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monitoring system based on shallow B-CNN configuration (Zhu et al., 
2023). The model’s detection capability at different confidence thresh
olds is on par with recently proposed methods (Zhai et al., 2022), with 
an average mAP0.5:0.95 slightly above 62%. This demonstrates the 
proposed method’s superior reliability and applicability over current 

practices for precise fatigue crack depth identification in orthotropic 
steel bridge decks.

Fig. 13. P-R curves of the different models: (a) YOLO v7; (b) YOLO v7-tiny; (c) YOLO v7-tiny-CA; (d) YOLO v7-tiny-CBAM; and (e) YOLO v7-tiny-ODDC.
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4.3. Crack depth identification

The fatigue crack depth identification method proposed in this study 
builds upon the initial identification of fatigue regions using the 
YOLOv7-tiny algorithm. Once the fatigue regions are detected, the al
gorithm proceeds to estimate the depth of the cracks based on the 
characteristics of the echo area.

4.3.1. Echo area characteristic
For estimating the depth of fatigue cracks, the study analyzes the 

echo area characteristics within the detected regions. Fig. 11 (d) pre
sents an echo intensity bar chart that illustrates variations in echo in
tensity across the crack area. Given that ultrasonic phased array imaging 
of the target area, particularly the fatigue crack region, results in a 
diffuse pattern, precise identification of the crack region by echo in
tensity is essential. To this end, the Hue value for each color in the RGB 
mode is calculated using the formula detailed in Eq. (17), which aids in 
accurately delineating the fatigue crack region. 

Hue=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

G − B
max{R,G,B} − min{R,G,B}

if R = max

B − R
max{R,G,B} − min{R,G,B}

+ 120 if G = max

R − G
max{R,G,B} − min{R,G,B}

+ 240if B = max

(17) 

The Hue values for each color on the echo intensity bar, as repre
sented in RGB coordinates were calculated and designated within their 
corresponding color segments. Analysis indicates that the yellow color 
with RGB values of (198, 210, 63) correlates with an echo intensity of 
40%. Furthermore, a critical threshold of 70%, which is primarily 
derived from the extensive field inspection experience of practitioners, 
has been established to distinguish between non-crack and crack re
gions. The critical threshold HUE values are delineated as the ’Critical 
Line’ in Fig. 14. The area to the right of the Critical Line in the detection 
result image signifies the presence of fatigue cracks.

4.3.2. Identification results
The proposed model has successfully achieved precise identification 

of fatigue crack regions and utilized an intelligent approach for depth 
determination. Building upon prior research, an extensive dataset of C- 
scan images derived from ultrasonic phased array inspections was 
assembled. As depicted in Fig. 15, the C-scan image encompasses a fa
tigue crack region, with the non-black area (RGB: 255, 255, 255) indi
cating the scanned angular range from 37◦ to 70◦.

Utilizing the aforementioned information, an algorithm has been 
developed by the authors to intelligently ascertain the depth of fatigue 
cracks within the delineated regions. This algorithm has been refined to 
augment the precision of identification result labeling. It transitions 
from a reliance on identification confidence values to a methodology 
that incorporates the depth of the detected fatigue cracks, thereby 
yielding more accurate labeling results. The output is presented in 
Fig. 16. The algorithm-predicted fatigue crack depth of 9.9 mm notably 

differs from the Time-of-Flight Diffraction (TOFD) measurement of 5.8 
mm taken in the field, underscoring the need for further refinement of 
the identification process to enhance accuracy.

4.3.3. Correction
The C-scan image displays three white horizontal dashed lines 

labeled B0, T1, and B2, which represent the primary, secondary, and 
tertiary ultrasonic reflection interfaces, respectively. Fatigue cracks are 
typically located in the regions between B0 and T1, and between T1 and 
B2, known as the secondary and tertiary echo areas within the context of 
ultrasonic phased array detection. By integrating this information with 
the positioning of the ultrasonic phased array probe, a schematic of the 
scanning process on the top plate has been constructed, as depicted in 
Fig. 17.

In Fig. 15, fatigue cracks are observed propagating along the top 
plate, resulting in two successive echo images due to the inherent 
characteristics of ultrasonic detection. Consequently, the identified re
gion of fatigue cracks intersects with the ultrasonic reflection interface 
within the C-scan image. Accurately identifying the reflection interfaces 
B0, T1, and B2 is essential, as fatigue cracks are predominantly situated 
between B0 and B2. To address this, an algorithm has been designed to 
pinpoint the location of these reflection interfaces, facilitating the 
measurement of fatigue crack depths on both sides. While depth 
detection in the secondary echo area is generally more precise, a safety 
margin is applied by selecting the greater of the two measured crack 
depths as the corrected output value for the fatigue crack depth. As 
shown in Fig. 18.

The crack image within the second echo region corresponds to a 
depth of 6.0 mm, while the crack image within the third echo region 
corresponds to a depth of 3.9 mm. Selected the larger depth of 6.0 mm as 
the identification result for output.

Fig. 19 (b) presents the rectified identification results of 6.0 mm, 

Fig. 14. Echo intensity grade map of ultrasonic phased array identification results.

Fig. 15. C-scan image.
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which closely correspond to the TOFD detection results obtained in the 
field (i.e., 5.8 mm). The intelligent identification results of the depth of 
fatigue cracks in Fig. 19 (a) and 19 (c) were corrected from 7.0 mm to 
5.5 mm, 6.8 mm–5.5 mm, 6.8 mm and 6.2 mm–4.5 mm and 4.4 mm, 
respectively. These correction results were within a 5% difference from 

the field TOFD test results, providing compelling evidence for the ac
curacy and reliability of the corrected results. Subsequently, the rectified 
algorithm was employed to intelligently identify the depth of fatigue 
cracks. This rigorous analysis and correction process significantly 
improved the accuracy of fatigue crack identification, rendering it more 
reliable and valuable for practical applications.

To further assess the accuracy of the revised depth detection algo
rithm, the TOFD scanning results of a specific section at the site were 
compared with the results of the depth recognition algorithm, as shown 
in Fig. 20. In the figure, U6 - U15 represent the identification numbers of 
the U-ribs, and L denotes the length of that section. The results indicate 
that compared with 80 sets of on-site TOFD scanning results, the 
maximum error of the revised depth recognition results is 6.4%, and the 
average error is less than 5%, which can meet the requirements of on- 
site detection.

The framework integrating PAUT and the YOLOv7-tiny algorithm for 
crack scanning and identification can acquire the morphology and dis
tribution of OSD cracks in real-time. It can be used to analyze the 
morphology and propagation trends of the cracks, construct an assess
ment model for the development of cracks, and predict the future pro
gression of the cracks, thereby providing decision support for the 
maintenance and reinforcement of bridges. The proposed framework 
also addresses the issues inherent in traditional OSD fatigue crack 
detection, such as the difficulty in detecting internal environments, 
insufficient training samples, low detection efficiency, low level of 
automation, slow detection speed, and the inability to recover depth 
information.

5. Conclusions

This paper presents an innovative automated approach for the 
detection of cracks in orthotropic steel bridge decks. The methodology 
employs a robotic scanner equipped with an ultrasonic phased array 
probe to capture images of the cracks. Data augmentation is achieved 
using a Deep Convolutional Generative Adversarial Network (DCGAN), 
and crack localization and depth identification are performed utilizing 
algorithms from the YOLO series. Additionally, attention mechanisms 

Fig. 16. Fatigue crack depth identification results: (a) identification results 1; (b) identification results 2; and (c) identification results 3.

Fig. 17. Schematic diagram of top plate scanning.

Fig. 18. Corrected top plate scanning.

Fig. 19. Corrected fatigue crack depth identification results: (a) identification results 1; (b) identification results 2; and (c) identification results 3.
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are integrated to augment the performance of the YOLO v7-tiny algo
rithm. The results demonstrate the feasibility and effectiveness of the 
proposed approach, which holds the potential to enhance the safety and 
reliability of long-span bridges, reduce the risks of structural failure, and 
improve transportation efficiency. The main conclusions are drawn. 

(1) By employing the algorithm presented in this article, a robotic 
inspection system equipped with an ultrasonic phased array 
probe can rapidly scan and identify OSD cracks, thereby mini
mizing the need for manual operations and achieving high- 
precision detection in dark and hermetic environments.

(2) The proposed Deep Convolutional Generative Adversarial 
Network (DCGAN) algorithm achieves a maximum Inception 
Score (IS) of 41.27 and a minimum Fréchet Inception Distance 
(FID) of 7.03, indicating that the crack images generated by the 
DCGAN exhibit diversity and high fidelity.

(3) The YOLOv7-tiny algorithm, as utilized within the article, dem
onstrates the superior performance among the YOLO algorithms 
discussed. For crack identification, It achieves a precision rate of 
90.64%, a recall rate of 89.36%, an F1 score of 0.90, and an 
mAP@0.5:0.95 value of 56.57%.

(4) Compared to CA and CBAM, the ODDC attention mechanism 
yields the greatest performance improvement for the YOLOv7- 
tiny algorithm. This enhancement results in a crack identifica
tion precision of 95.56%, a recall rate of 92.18%, an F1 score of 
0.91, and an mAP@0.5:0.95 value of 62.92%, which are better 
than previous studies

(5) By refining the algorithm to address the intersection of ultrasonic 
reflection interfaces, the maximum error in the identification of 
structural crack depth has been reduced to within 5%, indicating 
that the YOLOv7-tiny algorithm can identify crack depth 
effectively.
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